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Abstract

The polarisation properties of light are often used as a means of information

transfer, as well as in assessing the structural and compositional properties of ma-

terials. In many practical situations, however, the propagation of polarised light

is impeded by random scattering, which tends to scramble the information content

of the underlying fields. Theoretical study of the random scattering of light is an

old, complex field of research, in which approximate, numerical methods are often

favoured over exact mathematical analysis. Random matrix theory, in which systems

are modelled using random scattering matrices, has uncovered universal properties

of wide classes of random media, most notably in the field of quantum scattering.

Despite also finding success in optics, a random matrix theory of polarised light has

yet to be pursued.

In this thesis we apply the notion of random matrices to develop statistical

techniques for modelling the random scattering of polarised light. We present a

full derivation of the symmetries of the vectorial scattering and transfer matrices

that describe dielectric scattering media, including the scattering of evanescent wave

components. We then consider the circular ensembles as a simple random matrix

model and explore its implications for the scattering of polarised light. Moving be-

yond elementary models, a rigorous, statistical theory of the scattering matrix for

discrete random media is presented, and exact mathematical results are derived in

certain special cases. A numerical simulation method for studying scattering matri-

ces describing random media of arbitrary thickness is then developed and validated

against known physical phenomena. Finally, the techniques developed within this

thesis are applied to the problem of the recovery of polarisation information within

light that has propagated through a random medium.
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Chapter 1

Introduction

1.1 Motivation and aims

Scattering encompasses a wide range of physical phenomena in which the motion of

a particle or wave is made to deviate from a straight trajectory. This thesis specifi-

cally concerns the scattering of polarised light, primarily in the context of classical

physics where light is viewed as an electromagnetic wave. Fundamentally, scattering

occurs due to the heterogeneity of a system [1], which is caused by the presence of

localised collections of matter. Even if electrically neutral overall, virtually all mat-

ter is composed of charged particles, which, when illuminated by light, are set into

oscillatory motion by the force imparted upon them by light’s constituent electric

field. These oscillating charges produce additional, scattered electromagnetic waves

that, in general, propagate in all directions. The combination of the incident and

scattered waves results in a total electromagnetic field that can be markedly differ-

ent to that which would exist if the matter were not present. Given the abundance

of matter in the world around us, scattering is the rule rather than the exception,

as virtually all light that we perceive or interact with undergoes scattering of some

kind during its existence.

Light is routinely used as a means of transferring information [2]. In optical com-

munications, for example, information is encoded into the various degrees of freedom
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available in the electric and magnetic fields. In other situations, light is used as a

tool with which information can be garnered about a particular system. Imaging,

for example, involves collecting and processing light that emerges from some object

of interest so that its physical form can be better appreciated or analysed for other

purposes. Scattering is, by and large, detrimental to these goals. Regardless of the

situation, light must travel from a source to a receiver through some intermediary

environment. The signal measured at the receiver is therefore a function of both

the source signal and the intermediary environment. If this environment is strongly

scattering, the information content in the received signal may be scrambled and

bear little resemblance to that which originally emerged from the source [3]. Scat-

tering therefore causes information loss, the complete recovery of which remains an

unsolved problem that continues to be the subject of a vast amount of research.

Determining the form of the scattered field for a given incident wave and scat-

tering medium is a notoriously difficult and broad problem. Throughout nature,

scattering media vary dramatically in terms of scale, structure and complexity. The

physical properties of scatterers, such as shape, size, orientation and spatial posi-

tion, can follow complex, random distributions that vary between different types of

environments. Knowledge of these distributions may be difficult or impossible to

ascertain experimentally, depending on the complexity of the system. In addition,

most scattering media in reality are dynamic, experiencing random temporal fluc-

tuations. In colloidal suspensions, for example, particles undergo Brownian motion,

causing the spatial structure of the medium to change randomly in time [4]. As a

result, it may be of little value to be able to compute the scattered field for a given,

static arrangement of scatterers, as such a solution may only be accurate at a fixed

moment in time. Moreover, even if the scattering medium is in fact static, a solu-

tion specific to a particular system may be of no use when a new scattering medium

possessing a totally different microscopic configuration of scatterers is encountered.

As such, statistical methods that aim to uncover universal features common to large

classes of scattering media are considered of greatest value.

There exists a profusion of ideas and techniques for modelling and simulating

scattering in random media. Typically, the validity of a given method tends to be

restricted to a certain class of scattering media that satisfies various constraining
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assumptions. Among these tools, the scattering matrix approach has proven to be

particularly fruitful, owing to its wide domain of applicability, the facility with which

it can be measured experimentally, and the level of control it permits for manipulat-

ing waves after it has been determined [5]. In the scattering matrix formalism, waves

on either side of a scattering medium are decomposed into linear combinations of

basis states. The elements of the scattering matrix describe the coupling between

these states, accounting for changes in amplitude, phase, and polarisation state in

the most general case. The scattering matrix can be measured experimentally in

complete ignorance of the microscopic state of the scattering medium and, in con-

junction with wavefront shaping technology, can be used to manipulate the scattered

field in stunning ways. For example, while the intensity of a beam of light generally

decays as it propagates through a random medium due to random scattering, it is

possible to construct tailored states of light that have extraordinary transmissive

properties by exploiting complex interferences within the medium. Such states, it

can be shown, correspond to eigenvectors of certain matrices that can be computed

straightforwardly from the scattering matrix. It is also possible to design wave-

fronts that are tightly focused by the scattering medium to spots tighter than that

achievable by more traditional diffraction-limited optics [6].

Applying the machinery of statistics to the scattering matrix formalism leads

naturally to random matrix theory, in which the elements of the scattering matrix

are modelled as random variables. In early works, random matrix theorists explored

simple probability distributions over broad sets of matrices constrained only to be

such that they accord with fundamental physical principles, such as energy con-

servation, reciprocity and time reversal symmetry [7]. The statistics of quantities

derived from the scattering matrix can be related to various physical phenomena

and the non-specific nature of such models means that theoretical results are ap-

plicable to large classes of scattering media. Universal conductance fluctuations for

example, which in optics manifests as system-independent, infinite-range speckle

correlations, can be explained in terms of the statistical properties of the singular

values of the transmission matrix: a block of the scattering matrix [8]. The success

of random matrix theory has been celebrated in physics due to the simplicity of

the theory and the universality of its predictions. The lack of specificity inherent
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in random matrix theories, however, results in their failing to account for a large

number of non-universal scattering phenomena that depend on the precise nature

of the scattering medium’s constituent particles. The depolarisation of light, for

example, which can be cast in terms of second-order moments of the scattering ma-

trix elements, depends intricately on scattering anisotropy, which is known to be

related to the size of the scatterers [9]. Traditional random matrix models, despite

their success, have therefore seen only limited application in optical scattering, and

virtually no steps have been taken towards developing a random matrix model for

the scattering of polarised light.

The absence of polarisation in random matrix models is understandable consid-

ering the history of the field. Traditional applications of random matrix theory in

physics concerned quantum scattering in electronic systems [10], for which the vec-

torial nature of light has no obvious analogue. In optics, however, the polarisation

state of light is a fundamental property that is frequently exploited in a myriad

of technologies and applications, such as astronomical magnetic field measurements

[11], thin film analysis [12], multiplexed data storage [13], biomedical imaging [14],

and determining the orientation of molecules [15]. The omission of polarisation

in theoretical models hence precludes the possibility of further enhancing the per-

formance of such techniques, and of advancing new ones through greater overall

understanding. The aim of this thesis is thus to make headway towards developing

random matrix techniques that are able to model the scattering of polarised light in

random media. In particular, we will seek to generalise results from classical random

matrix theory so as to incorporate the polarisation state of light. In addition, we will

present a novel simulation technique for generating random scattering matrices able

to describe random media with tailored scattering properties. Finally, we will apply

our technique to examine the question of to what degree polarimetric information

is transmitted through random scattering media. It is hoped that the methods and

ideas developed in this thesis will pave the way for future research that will improve

our overall understanding of the random scattering of polarised light.
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1.2 Thesis structure

1.2 Thesis structure

In Chapter 2, we shall specify more concretely the type of scattering media with

which this thesis is concerned. We will then give a brief introduction to key concepts

from scattering theory that will be important throughout the thesis. In the second

half of Chapter 2, we will review a selection of existing methods for simulating

random scattering in complex media, giving commentary on each method’s relative

merits and shortcomings. The purpose of this section will be to establish the playing

field against which the random matrix approach, which will discussed in more depth

in later chapters, can be compared.

In Chapter 3, we will introduce the scattering and transfer matrices within a

rigorous mathematical formalism. We shall proceed to derive the constraints sat-

isfied by these matrices due to energy conservation, reciprocity and time reversal

symmetry. These constraints will allow us to establish an appropriate random ma-

trix theory in subsequent chapters. Finally, we will briefly discuss the differential

transfer matrix and discuss its algebraic properties.

In Chapter 4 we will introduce basic ideas from random matrix theory and apply

them to scattering matrices satisfying the constraints derived in Chapter 3. This

approach is conceptually simple and will be sufficient to derive interesting statistical

behaviour of polarimetric quantities, including retardance and diattenuation. The

results of this chapter will later serve as limiting statistical distributions for more

general models.

In Chapter 5 we will introduce a more general statistical theory of the scattering

matrix associated with a discrete, random scattering medium. Using this approach,

we will derive the mean, covariance, and pseudo-covariance of the scattering matrix

elements and give physical interpretations of these results. While our results will

primarily apply to far field scattering, some discussion will be given regarding ex-

tending the results to incorporate near field modes. The results of this chapter will

also serve as the basis for our simulation method.

In Chapter 6 we will introduce and expound our simulation method for gener-

ating random scattering matrices describing random media of arbitrary thickness.

We will present validatory numerical results that demonstrate the method’s ability
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to accurately model realistic scattering media. We will then present a numerical

analysis of the computation speed, precision and accuracy of the method.

In Chapter 7 we will apply the framework and simulation method developed

throughout the thesis to tackle the toy problem of reconstructing a hidden incident

field with a non-uniform polarisation structure. We will give an introductory pre-

sentation of a procedure able to achieve this, with numerical data serving as a proof

of principle.

In Chapter 8 we summarise the key findings of the thesis and discuss possible

avenues for future work.
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Chapter 2

Background

The goal of this thesis is to explore and develop random matrix techniques for

modelling the scattering of polarised light in random media. Without clarification

as to what types of scattering media are amenable to this approach, however, this

problem is exceptionally broad and not well defined. In this chapter we therefore

begin by specifying the type of scattering and scattering environments that are

relevant to the work within this thesis. The discussion in this chapter will be largely

qualitative, and a more rigorous mathematical presentation of the problem will be

delayed until Chapter 3, where the scattering matrix formalism will be introduced

in greater detail.

After elucidating the type of scattering media under consideration, we will give a

brief overview of some fundamental concepts from scattering theory that will support

discussions in later chapters. Particular focus will be placed on the polarisation

properties of light and the effects that scattering has upon them. In the second half

of this chapter, we will review a variety of existing methods for simulating scattering

in random scattering media, comparing the performances of different approaches and

their respective domains of applicability. Theoretical modelling of random scattering

is, of course, an old subject and new techniques are only valuable if they offer

advantages over other available methods. The aim of this review will thus be to

assess the limits of extant methods and to motivate a random matrix approach.

This chapter will assume basic familiarity with concepts from polarisation optics,
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such as Stokes parameters and the Poincaré sphere. An introduction to these topics

can be found in many classic textbooks [12, 16, 17, 18]. Alternatively, a brief review

of the concepts most pertinent to this thesis is given in Appendix. A.

2.1 Scattering of polarised light

As stated in the introduction, scattering is not a single process, but rather an um-

brella term for a large number of different phenomena. When viewed at the right

length scale, even reflection and refraction at a planar boundary can be understood

as aggregate scattering effects [19]. Another important class of light-matter inter-

actions distinct from scattering fall into the category of absorption, which is the

transformation of electromagnetic energy into other non-radiative forms, such as

thermal energy [1]. In general, there exists a plethora of terms for categorising the

full range of different types of interactions between light and matter, and this thesis

makes no pretence of being exhaustive in scope.

We will restrict our study to volumetric, elastic scattering by conglomerations

of small particles that form linear, dielectric, random media. Moving forwards,

this combination of properties defines what shall be meant by a complex scattering

medium. By volumetric, we refer to scattering that occurs within the interior of a

scattering medium, rather than at its boundaries. We shall therefore not consider,

for example, scattering from rough surfaces [20]. We note, however, that surface

effects can be incorporated into our theory, and some discussion of how this might

be achieved will be given in Chapter 3. The restriction of elastic scattering entails

neglecting absorption, inelastic scattering such as Raman and Brouillon scattering

[21], and other resonant effects involving frequency changes, such as fluorescence

[22]. As shall be seen in Chapter 3, changes in energy complicates affairs as energy

conservation simplifies the algebraic structure of the scattering matrix. In addition,

changes in frequency between the incident and scattered fields requires the use of

a polychromatic scattering matrix, which is more complicated than the monochro-

matic case. The notion of a small particle in this work can be understood as a

inhomogeneity in the spatial permittivity and permeability functions. There is no

particular limit on the size of these inhomogeneities, but we shall suppose that they
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are localised to scales roughly up the order of several wavelengths. Linearity of the

scattering medium is necessary for matrix methods to be applicable, but naturally

excludes non-linear optical effects, such as second harmonic generation [23]. Finally,

the stipulation that the scattering medium is dielectric forgoes consideration of po-

tential excitation of surface plasmon polaritons that can occur at metal-dielectric

boundaries [24]. All of the effects we have excluded are of course interesting and

important, and their exclusion inevitably limits the applicability of our work. Nev-

ertheless, we are still left with a domain of investigation that is rich in physics and,

despite an immense amount of research, is far from being fully understood.

The type of models that will be most prominently explored in this thesis can be

described as mesoscopic, in contrast to microscopic and macroscopic. These terms

refer to scale, both of the systems under consideration and of the theory being used.

Although there is no sharp delineation between these terms, it is possible to compare

extreme examples. Consider for example scattering by a cloud. A microscopic scat-

tering theory may concern the scattering of light by individual raindrops through

consideration of the interaction of light with its constituent water molecules. A

macroscopic theory, on the other hand, may attempt to assess the optical properties

of the cloud as a whole, such as its albedo, by considering its bulk chemical composi-

tion [25]. Mesoscopic scattering theory, which occupies an intermediate length scale,

can be thought of bridging these two extremes. In a mesoscopic theory, one may

consider transport of light through the cloud at the level of inter-particle scattering

sequences. Physics at this scale contains a variety of interesting effects, which have

important consequences for the cloud’s macroscopic optical properties.

Most scattering media encountered in nature, such as fog, interstellar dust, and

biological tissue, consist of a large number of randomly positioned particles [26]. The

complexity of such systems necessitates mathematical descriptions able to account

for multiple scattering events, where the scattered field from one particle can scatter

again from other particles. Before exploring these, however, it will be useful to begin

by examining the scattering of polarised light by a single, isolated particle, which is a

much simpler problem that will nevertheless provide valuable insight in preparation

for more complex systems.
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2.1.1 Scattering by an isolated particle

Since polarisation is a geometric property of light, it is not surprising that its trans-

formation upon scattering depends heavily on the geometry of the scatterer in re-

lation to the polarisation state of the incident field. Given a particle of arbitrary

shape illuminated by an arbitrary incident field, little can be said in general about

the exact form of the scattered field as a function of space and time. Nonetheless,

several key concepts can be introduced that allow for rather general comparisons of

different types of scatterers.

2.1.1.1 General considerations

Suppose that an isolated particle located at the origin of a homogeneous background

medium is illuminated by a monochromatic, time harmonic plane wave. Let Ei

denote the complex envelope of the incident field1 and suppose that

Ei(r) = E0 exp (iki · r), (2.1)

where ki denotes the incident wavevector, r is a position vector and E0 describes

the polarisation state of the wave. The incident field will give rise to a scattered

field Es, such that the total field E at any point in space is given by the sum of

the incident and scattered fields, i.e. E = Ei + Es. In discussing the form of the

scattered field throughout space, it is useful to define the near and far field regions

of the scatterer as being points for which kr ≤ 1 and kr � 1 respectively, where

k = |ki| and r = |r|. While there is no sharp delineation between these two regions,

in what follows we will only consider points for which the far field condition holds.

Near field scattering will be considered briefly in Chapter 5.

In the far field of the scatterer, it is known that the scattered field can be well

approximated by a spherical wave [1]. Far away from the scatterer, the polarisation

state of the scattered field does not vary in the radial direction, but only over the

surface of a large sphere centred on the scatterer, each point of which represents a

different scattering direction. The relationship between Es in a particular direction

1Throughout this thesis, it will be assumed that expressions such as ‘field’, ‘polarisation state’,
‘polarisation vector’ and so on refer exclusively to the electric field and not the magnetic field.
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û, where a hat denotes that the vector has unit length, and Ei can be described by

a matrix A(û, k̂i), which we shall refer to as the amplitude matrix. The vector k̂i

describes the direction of the incident field. In general, A is a complex function of

both of these directions. For particles exhibiting certain types of symmetry, however,

such as spheres, it can be shown that A depends only on the angle between these

two directions [27]. This angle, θ = arccos(û · k̂i), is called the scattering angle.

In general, there is no simple mathematical expression for the amplitude matrix.

Certain mathematical constraints for the amplitude matrix do exist however when

the scatterer it describes is invariant with respect to certain geometric transforma-

tions, such as reflections and rotations [1, 27, 28]. A more general symmetry known

as reciprocity holds largely in disregard of the shape of the scatterer. Specifically,

reciprocity is a relationship between A(û, û′) and A(−û′,−û), where û and û′ are

arbitrary direction vectors. Reciprocity can thus be thought of as a relationship

between amplitude matrices that are connected by inverting and negating the inci-

dent and scattering directions. In particular, in Cartesian coordiantes, reciprocity

manifests as the constraint

A(û, û′) = A(−û′,−û)T, (2.2)

where the superscript T denotes the matrix transpose. Reciprocity is not universal,

but holds for a large class of scatterers, requiring only that the permeability, per-

mittivity and conductivity tensors are symmetric [29]. Examples of non-reciprocal

scatterers typically involve magneto-optic or non-linear effects [30, 31, 32], which

shall not be considered in this thesis.

It is useful to describe the relative power flow of the scattered field in different

scattering directions. This can be formalised by considering a small, ideal power

detector positioned at different points on a spherical surface located in the far field

of the scatterer. The amount of power received by the detector as a function of

scattering direction gives rise to a function called the differential cross section dσ/dΩ

[1]. Integrating this function over the entire spherical surface yields the scattering

cross section σ, which measures the total power carried away from the particle by

the scattered field. It is common to normalise the differential cross section by σ,
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which yields the so-called scattering phase function p. In a quantum picture, the

phase function can be interpreted as the probability density for a photon to scatter

from its incident direction into a small solid angle centred on a particular scattering

direction [33]. Another useful quantity is the anisotropy parameter g, defined by

g = 〈cos(θ)〉 where the angle brackets 〈·〉 denote an angular average with respect to

the scattering phase function, i.e.

g =

∫
p(û, k̂i)(û · k̂i)dû, (2.3)

where the integral is taken over the unit sphere. Due to the normalisation of p, the

anisotropy parameter is bounded in the interval −1 ≤ g ≤ 1 and its value gives a

quantitative description of how much light is scattered ‘forwards’ versus ‘backwards’.

Here, forwards and backwards can be understood as meaning scattering into the two

half-spaces delineated by a plane perpendicular to the incident direction that passes

through the centre of the particle. For example, g = 1 when all light is scattered

forwards, g = −1 when all light is scattered backwards and g = 0 when there is an

equal amount of scattering in both directions.

2.1.1.2 Scattering regimes

For all but the simplest of particle geometries, such as spheres or infinitely long

cylinders, mathematical expressions for the amplitude matrix are often left in terms

of infinite series of intractable integrals [34]. One major simplification, however,

known as Rayleigh scattering, is possible in the limiting case of particles much

smaller than the wavelength of the incident light.

Suppose that the size of a particle can be reasonably described by a number a,

where a has the dimension of length. For a spherical particle, for example, a may

be the radius. In the limit ka� 1, the particle, regardless of its shape, behaves like

an electric dipole, producing a scattered field proportional to r̂× r̂× p, where p is

the induced dipole moment of an ideal electric dipole located at the centre of the

particle [28]. Note that throughout this thesis, triple vector products shall always

be understood in the sense that a × b × c = a × (b × c). In the case that the

particle’s polarisability is isotropic and the incident polarisation state is linear, the
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Figure 2.1: In-plane Rayleigh scattering profile for an incident plane wave with wavevec-
tor ki and linear polarisation state E0. The vector p shows the induced dipole moment,
assumed to be parallel to the incident field. On the right side of the figure, θ denotes the
scattering angle and the length of the vector r from the particle to the figure eight curve
represents the relative probability of scattering in that direction.

vector p aligns with E0 and the angular profile of the phase function assumes a

characteristic toroidal shape, a cross section of which is shown in Figure 2.1. By

symmetry, it is evident that g = 0, which leads to the commonly encountered claim

that Rayleigh scattering is isotropic. This, however, is not true in the sense that

Rayleigh scattering has a uniform phase function. Although Rayleigh scatterers

have no effective size, symmetry is broken by the orientation of p. More specifically,

as can be seen in Figure 2.1, no light is scattered in the direction of p when the

incident field is linearly polarised. In general, it is obvious from the definition of g

that isotropic scattering implies g = 0, but the converse is not true.

Rayleigh scattering, rather than being a wishful idealisation, is relatively com-

mon in nature. Most notably, it is the process by which visible light scatters from

gas molecules in the atmosphere, which gives skylight a characteristic polarisation

pattern [35]. Rayleigh scattering is also the mechanism by which light tends to scat-

ter from small molecules and nanoparticles, which are often the subject of imaging,

tracking and sizing experiments [36, 37].

The small size constraint for Rayleigh scattering can be relaxed to some extent

when the refractive index of the particle is close to that of its background medium,

leading to what is known as Rayleigh-Gans scattering [1]. To make this more precise,

it is useful to define the relative refractive index m = np/nb, where np and nb are

the refractive indices of the particle and background medium respectively. Similar

general characteristics to Rayleigh scattering are observed when both |m − 1| � 1

and ka|m − 1| � 1. Notably, the latter of these constraints allows for a to be
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Figure 2.2: Anisotropy parameter g for spheres as a function of dimensionless size pa-
rameter x for different values of relative refractive index m.

larger than previously stipulated for Rayleigh scattering [38]. Examples of particles

satisfying these constraints include nanoparticles [39], snowflakes [40] and disk-like

particles found in the ocean [41].

Collectively, Rayleigh and Rayleigh-Gans scattering is one of the only instances

for which the scattering phase function can be expressed in terms of simple trigono-

metric functions. In all other cases, the phase function has no simple form, and must

be evaluated numerically from a more complex theory. The phase function can often

be approximated, however, using for example the Henyey-Greenstein phase function,

which is a simple mathematical function that only requires the specification of g,

which can be estimated or obtained by some other means, such as from experimen-

tal data. [42]. While this function accords with realistic phase functions relatively

well for isotropic scatterers, discrepancies between it and more accurate models have

been shown to increase for large values of g [43].

Moving beyond the small particle limit, the shape of the particle cannot be ne-

glected. Scattering by an isotropic sphere of arbitrary radius and uniform refractive

index is famous for being one of the few problems that is exactly solvable ana-

lytically. The solution is known as Mie theory, the mathematical details of which

are well documented in numerous classical texts and shall not be repeated here

[1, 28, 34, 44]. For our purposes, it is sufficient to note that, for a fixed refractive
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index, the anisotropy parameter tends to increase with particle radius. In other

words, as the radius of the sphere increases, there is a larger power flow in the

forward direction. This is demonstrated in Figure 2.2, which shows the anisotropy

parameter as a function of the dimensionless size parameter x = ka, where a is

the particle radius, for different values of m. The relationship between x and g is

mostly monotonic in the range of values shown, although small oscillations can be

seen when m ∼ 1.5. Large values of m are relatively uncommon in nature. In bio-

logical tissue, for example, scatterers tend to have mean refractive indices at around

np ∼ 1.4 [45]. Taking water as the background medium (nb ∼ 1.33) puts the relative

refractive index in the range m < 1.1. As a final remark, we note that when ka� 1,

Mie theory converges to geometrical optics [46], which is a relatively simple theory

that can be applied to large particles of irregular shape [47]. Particles of this size,

however, shall not be considered in this thesis.

2.1.2 Scattering by a complex medium

The scattering of polarised light in complex media of the type described at the be-

ginning of this chapter is markedly different to scattering by a single particle. As

mentioned previously, the key difference between an isolated particle and a collec-

tion of particles is that in the latter case the scattered field from one particle can

interact with other particles, yielding additional scattered fields. Assuming that

the incident field is coherent, such as light from a laser, multiple scattered fields

propagate through the medium along different tortuous paths, accruing random,

uncorrelated phases. After finally emerging from the medium, these fields inter-

fere, resulting in a complex interference pattern of bright and dark spots, known

as speckle [48, 49]. In dynamic media, random motion of the constituent scatterers

causes the relative phases of different contributions to the total field to change in

time, causing fluctuations in the scattered intensity distribution. Numerical analysis

of these fluctuations, such as measuring the speckle intensity autocorrelation func-

tion, can reveal information about the diffusion properties of the scatterers, which

can be used to deduce particle size or mass [50, 51]. Even for a static medium,

speckle fluctuations occur if an incident beam is scanned across different spatial

regions of the scattering medium.
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The polarisation state of a field emerging from a dynamic scattering medium is

a random function of space and time [52]. If one observes the path traced by the tip

of the scattered electric field vector over a sufficiently long measurement time tm,

it will not be elliptical, but instead more erratic. One can imagine, however, some

time scale tp, determined by the rate of motion of the scatterers in the medium,

such that for tm < tp the scatterers will have moved so little that the electric field

vector can be said to have traced an approximately fixed ellipse. In reality, for

any practical measurement time, the field vector will have traced many cycles of

this ellipse [12]. Roughly speaking then, over a long duration tm, separated into

N segments of duration tp, i.e. tm = Ntp, the electric field will transition between

approximately N different elliptical polarisation states. Considering the limiting

distribution of these polarisation states as N →∞, it is possible to assign a number

to the scattered field, known as the degree of polarisation DoP, which can be thought

of as the degree to which any particular polarisation state is ‘preferred’ over the

entire distribution of states, i.e. if it occurs more commonly than any others. The

degree of polarisation, by definition, is confined to the interval 0 ≤ DoP ≤ 1. When

DoP = 0, no particular polarisation state is preferred over any other and the field is

said to be unpolarised. When DoP = 1, on the other hand, the distribution consists

of only a single polarisation state and is said to be fully polarised. For any other

value of DoP, the field is said to be partially polarised. Distributions of polarisation

states can be conveniently visualised as probability distributions over the surface of

the Poincaré sphere. It is interesting to note that, at least in principle, DoP = 0 does

not imply a spherical uniform distribution. For example, a bimodal distribution of

left and right handed circular polarisation states satisfies DoP = 0 by symmetry, but

is clearly non-uniform. The existence of different types of unpolarised fields have

been pointed out in the literature, such as in Ref. [53].

Given a fully polarised incident field, which by definition satisfies DoP = 1, the

production of a scattered field for which DoP < 1 is known as depolarisation. More

generally, if the incident field is partially polarised, such as that from a thermal

source with non-zero spectral bandwidth [49], depolarisation refers to any reduction

in the degree of polarisation in the resulting scattered field. Practically speaking,

the degree of polarisation can be determined experimentally by measuring the time-
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averaged Stokes parameters of the scattered field, which does not require explicit

determination of the aforementioned distribution of polarisation states [12].

When fully polarised light impinges upon a static medium, the scattered field at

any given point in space will be fully polarised. Different points in space, however,

will tend to have different polarisation states. In this case, it is possible to deter-

mine a degree of polarisation by averaging the scattered Stokes vector over different

spatial positions or far field scattering direction. Alternatively, one may determine

a degree of polarisation by averaging Stokes vectors over a collection of speckle pat-

terns associated with different realisations of the scattering medium, perhaps arising

from a beam illuminating different regions of the medium. In any case, it is clear

that the degree of polarisation is a potentially ambiguous quantity that depends

on what exactly is being measured. In some cases, however, it may be assumed,

or in fact demonstrable, that the degree of polarisation is independent of the type

of average performed. For example, in a dynamic medium it may be the case that

the particles move through a considerable proportion of all possible microstates so

that a temporal average is effectively equivalent to averaging over a corresponding

ensemble of static media that have similar macroscopic properties. This property is

known as ergodicity and its validity has strong experimental justification [54].

Complex media are frequently described using several different length scales. The

simplest of these are the scattering and absorption mean free paths ls and la, which,

in a photonic picture, are the average length scales over which a photon propagates

before it is scattered or absorbed [17]. In the weak scattering limit kls � 1, the

scattering mean free path can be related to the mean scattering cross section σ and

number density n of the constituent scatterers by ls = (nσ)−1. This expression

fails for dense scattering media and alternative formulas must be used [55]. In the

absence of absorption, the scattering mean free path is also the length scale over

which the intensity I of the unscattered component of the field transmitted through

a random medium decays, as described by the Beer-Lambert law

I ∼ e−L/ls , (2.4)

where L is the length of the medium in the direction of the incident field. As
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the medium thickness increases, there is a greater amount of scattering, and more

light is thus scattered from the incident field into the scattered field, resulting in a

decrease in I. We note that this law takes numerous alternative forms, depending on

the properties of the scattering medium [33, 56]. More complex behaviour can also

occur in the presence of absorption. For example, in systems for which the absorption

length is comparable to the inter-particle spacing, absorption can suppress multiple

scattering [57].

In addition to la and ls, there exist other length scales that are useful in char-

acterising scattering media. Neglecting absorption, the transport mean free path,

given by lt = ls/(1 − g), is often interpreted as the length scale over which the

incident wave ‘forgets’ its initial propagation direction. Alternatively, by expanding

1/(1− g) as a geometric series, it can be seen that the transport mean free path is

the distance travelled by a photon that moves along of an infinite number of steps

of length ls, where after each step its wavevector turns through the mean scattering

angle [58]. For isotropic scatterers, ls = lt. For anisotropic scatterers, however, lt

can be many times larger than ls, with lt/ls →∞ as g → 1.

Once the thickness of a scattering medium exceeds the transport mean free path,

many of the finer details associated with the individual scatterers, such as the sin-

gle particle phase function, lose significance, and the medium as a whole tends to

scatter isotropically. This allows one to study the transport properties of random

media using relatively simple diffusion models [59]. An important exception to this,

however, is the coherent backscattering effect, whereby even in the limit L � lt,

a strong peak in scattered intensity can be observed in the direction opposite to

the incident field’s wavevector relative to the mean background intensity in other

directions [55, 60, 61, 62]. This peak arises due to the constructive interference

of photons that propagate along time-reversed paths through a scattering medium

and is robust to statistical averaging. Coherent backscattering, fundamentally an

interference phenomenon, is a precursor to the more stark effect of Anderson lo-

calisation, in which the transmission of light through a random medium is halted

entirely under certain conditions [63]. Anderson localisation, however, will not be

considered in this thesis.

It is also possible to define length scales over which light is depolarised. It
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turns out, however, that, in addition to depending on the properties of the scat-

tering medium, the rate of depolarisation shows a pronounced dependence on the

incident polarisation state. This effect was first observed in diffusing-wave spec-

troscopy experiments that examined light backscattered from suspensions of latex

spheres in water [64]. In particular, time-averaged intensity autocorrelation func-

tions of backscattered speckle patterns were measured for incident linear and circular

polarisation states, from which correlation decay times were calculated. The key ob-

servation was that for spheres with size ka ≥ 1, incident circularly polarised light

exhibited a notably long decay time when measured with a polarisation analyser

selecting the helicity-preserving channel, indicating that circularly polarised light

tends to preserve its polarisation state. This effect, known as the polarisation mem-

ory effect, can be explained by scattering anisotropy [65].

For large particles, g ≈ 1 and a large contribution of the backscattered field

comes from light that propagates along long paths, undergoing a large number of

small angle scattering events. The helicity of circularly polarised light is highly

robust to small angle scattering and circularly polarised light thus tends to pre-

serve its polarisation state [66]. Unlike circularly polarised light, the scattering

of linearly polarised light is more sensitive to the exact direction in which light

is scattered. A parallel transport argument shows that backscattered light tends

to contain equal contributions of light polarised parallel and perpendicular to the

incident polarisation state, showing that linearly polarised light depolarises more

easily than circularly polarised light [65]. For small particles, for which g ≈ 0,

the backscattered field consists largely of contributions arising from relatively short

scattering sequences involving large angle scattering events close to the surface of

the medium. These large angle scattering events cause helicity to flip, resulting in

quicker depolarisation for incident circularly polarised light than in the case of large

particles. More sophisticated diagrammatic calculations show that, in this regime,

linearly polarised light depolarises less quickly than circularly polarised light, with

a depolarisation length exactly twice that for circularly polarised light [9].

The rate at which light depolarises has been widely studied theoretically [67,

68, 69, 70, 71] and experimentally [45, 72, 73, 74, 75], for both pulsed [76] and

continuous wave illumination [77]. A full review is beyond the scope of this thesis,
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but it is worth noting that in addition to particle size, depolarisation rates are also

affected by particle concentration [78, 79, 80], polydispersion [81, 82, 83] and other

polarisation phenomena, such as birefringence [84] and dichroism [85]. Besides be-

ing an academic curiosity, depolarisation characteristics of disordered media have

been exploited in a variety of technologies. For example, polarisation can be used as

a gating mechanism, allowing for depth-resolved imaging [86]. Difference imaging

techniques, in which images produced with orthogonal polarisation analysers are

combined in suitable ways, also allow for the discrimination of photons that pene-

trate shallowly or deeply into scattering media by, for example, rejecting photons

that do not possess the desired helicity [14, 87, 88, 89].

Although depolarisation generally limits the transfer of polarimetric information

through scattering media, the intricate relationship between depolarisation rates and

medium parameters has motivated the use of depolarisation as a signal for deter-

mining scattering medium properties. For example, consideration of depolarisation

can be used to infer scatterer size, which has been used to discriminate healthy and

cancerous tissue [90, 91, 92]. Polarisation patterns in skylight, which are primarily

caused by Rayleigh scattering in the atmosphere, can also be used for navigation

[93]. Multiple scattering corrections to the theory unpinning these methods can

help improve accuracy [94, 95], as well as describe scattering by other objects in the

atmosphere, such as clouds [96].

2.2 Numerical modelling of scattering media

Multiple scattering is notoriously difficult to model mathematically. It is therefore

often necessary to resort to numerical simulations to gain more concrete under-

standing. In this section we shall give a brief review of some of the more popular

simulation methods and discuss some of their advantages and disadvantages. In

Chapter 6 we shall introduce a novel simulation method based on random matrix

techniques. It is thus hoped that the discussion in this section will help motivate

our technique and allow us to better compare it to those that already exist.

Simulation methods tend to differ in the degree to which they make assumptions

or approximations. We shall attempt to present the methods approximately in
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decreasing order of mathematical rigour, or, alternatively, in increasing order of

number of assumptions. Of course, such a categorisation is ultimately somewhat

arbitrary.

Before examining simulation methods in detail, a couple of generic comments

can be made. Generally speaking, a larger number of approximations tends to

result in a method being quicker to run and less demanding in computer resources.

Naturally, the primary drawback of approximations is that they result in poorer

accuracy and limit the applicability of the method to special types of scattering

media for which the approximations are reasonably valid. It is also worth bearing in

mind that, besides physical considerations, there may be more practical reasons that

determine which method is most appropriate for a given user. Methods based on

more fundamental physics require a greater degree of expertise to properly appreciate

and make use of, and may therefore be less suitable for practitioners working in other

scientific disciplines who lack the time or resources to become competent users. In

addition, the popularity of a simulation method may simply be determined by the

availability of a free, robust code online.

2.2.1 Exact simulation methods

We shall begin by considering ‘exact methods’ for simulating the scattering of po-

larised light in complex systems. Of course a simulation, by definition, is never

truly an exact replica of reality. By ‘exact’ we therefore mean methods that can

be rigorously justified from first principles and that can be clearly traced back to

fundamental physical theory with minimal assumptions. These methods stand in

contrast to more heuristic approaches that shall be discussed in Section 2.2.2.

In classical physics, the scattering of light is a problem in electromagnetism,

which is described by Maxwell’s equations [97]. The most obvious way to find the

scattered field for a particular system is thus to solve Maxwell’s equations. Numer-

ical solvers of Maxwell’s equations largely belong to one of two types: those that

solve the differential Maxwell equations or associated wave equations, and those that

solve the integral counterparts of Maxwell’s equations [26]. With these methods,

statistical analysis of random systems can be viewed as a two step process. First,

a probabilistic model is chosen for the structure of the scattering medium. This
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may involve, for example, the statistical distributions of the physical properties of

the scatterers as well as their positions. Using this model, different realisations of

the scattering medium can be randomly generated. For each of these realisations,

one can solve numerically for the scattered field at some set of relevant observa-

tion points. Averaging results over many realisations then provides a statistical

description of scattering by the random medium ensemble.

2.2.1.1 Differential equations

Differential equation techniques can be applied both in the time and frequency

domains using the finite difference and finite element methods [98]. In the finite

difference time domain method, Maxwell’s curl equations are discretised in space

and time and all derivatives appearing in the equations are approximated by finite

differences [99]. In the frequency domain, it is instead common to apply the finite

element method to the Helmholtz equation discretised in space [100]. While finite

difference techniques typically involve regular spatial lattices, finite element meth-

ods discretise space using sophisticated mesh structures, which can more accurately

handle irregular geometries at the expense of increased complexity. Finite differ-

ence frequency domain [101], finite element time domain [102] and various hybrid

techniques [103, 104] have also been proposed, which combine the merits of the

different approaches. In any case, discretisation converts a system of differential

equations into a system of algebraic equations, which can then be solved by matrix

algebra techniques. While finite difference and finite element methods are concep-

tually similar, the exact numerical procedures involved in calculating solutions are

quite different.

Both finite difference and finite element methods face practical challenges with

regard to the geometry of the computational domains, which must be truncated

to finite sizes. In particular, care must be taken in both methods to ensure that

the fields behave physically at the domain boundaries. In time domain simulations,

one must specify appropriate boundary conditions to avoid, for example, spurious

boundary reflections of outgoing transient waves. This can be accomplished using

the perfectly matched layer technique, which establishes an absorbing boundary to

the computational domain [105]. In the frequency domain, in which one solves for
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steady state solutions, one must also ensure that the solution satisfies the radiation

condition at infinity. One way to achieve this is to use a spherical computational

domain and match the field components at the boundary with spherical vector wave

functions existing outside the domain, for which the radiation condition is automat-

ically satisfied [106]. Alternative boundary conditions, such as Floquet boundary

conditions, can also be used for periodic systems [107].

Another issue with the finite difference method lies in the choice of discretisation.

While rectangular spatial grids are generally the easiest to implement, they may not

conform optimally to the shape of the scatterers. For example, in a rectangular

grid a curved surface of a particle would be represented by a discrete step function,

which would introduce inaccuracies. This problem can be ameliorated either by im-

plementing a non-rectangular grid that better matches the geometry of the scatterer

[108], or by preserving the rectangular grid, but using the Maxwell-Garnet rule to

compute averaged values of the permittivity function to be used at grid points [109].

Despite the aforementioned issues, the finite difference and element methods are

are highly flexible, being applicable to scattering by an assortment of arbitrarily

shaped particles. The primary drawback of the methods are computational speed

and system scale: computation time tends to scale with the volume of the system

[110], rendering the methods relatively unsuitable for macroscopic media. Both

methods also require that the computational domain extends beyond the system of

particles of interest, requiring additional computation that is avoided in alternative

methods [111]. In addition, as previously mentioned, in order to obtain statistical

averages, simulations must be repeated for different microscopic realisations of the

scattering medium, which further increases total computation time. Simulations

must also be repeated when other initial conditions are altered, such as the shape

or polarisation state of the incident field.

2.2.1.2 The volume integral equation

Rather than solving the Maxwell or Helmholtz equations directly, an alternative

approach is to consider the volume integral equation, which can be derived from

the Helmholtz equation by introducing the free-space dyadic Green’s function. This
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equation is given by [26]

E(r) = Ei(r) + k2

∫
[m2(r)− 1]G(r, r′)E(r′)dr′, (2.5)

where Ei and E are the incident and total electric fields respectively, k is the

wavenumber in the background medium, m is the ratio of the refractive index of

the scatterer to the background medium, G is the aforementioned Green’s function

and the domain of integration is the region occupied by the scatterer. Finding E is

tantamount to resolving the integral in Eq. (2.5), which can be handled in several

ways.

The simplest approach to solving the volume-integral equation is the method of

moments, which approximates the integral as a sum of simpler integrals over smaller

spatial regions whose union comprises the original domain of integration [112]. One

of the simplest implementations of this idea is to use a cubical spatial discretisation

and to assume that each volume element has an approximately constant permittivity

function [113]. Other cubature geometries involving tetrahedral and hexahedral

elements, have also been considered [114, 115]. The discretisation scheme allows one

to transform the original volume integral equation into a system of linear equations

for the total electric field at different points in space, which can then be solved

by standard procedures, such as Gaussian elimination or the conjugate gradient

method [116]. A variety of more sophisticated numerical techniques, such as the

fast Fourier transform method [117], the multilevel fast multipole algorithm [118],

and the multi-scale compressed block decomposition method [119] have also been

developed to push the capabilities of the method to larger, more complex systems

[120].

An alternative approach to solving the volume integral is the discrete dipole

approximation, also known as the coupled dipole method [121, 122]. As with the

method of moments, the discrete dipole approximation also involves discretising

space, commonly into a cubical lattice [123]. Provided that each lattice element is

sufficiently small, each element can be modelled as an electric dipole, which scatters

in response to both the incident field and the scattered dipole fields from all other

elements [111]. Within this framework, it is again possible to reduce the volume
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integral equation to a system of linear equations, this time for the fields exciting

each dipole. The discrete dipole approximation is thus conceptually similar to the

method of moments, and similar Fourier-based numerical optimisations can be used

for improved performance [124].

One important aspect of the discrete dipole approximation is to relate the po-

larisability of each volume element to its electric permittivity. Originally this was

achieved using the Clausius-Mossotti relation [125]. This relation, however, is only

exact in the limit kd → 0, where d is the lattice spacing, and radiative corrections

have thus been proposed [126]. In addition, for large structures consisting of an

arrangement of smaller subdivisions, the permittivity of individual elements can be

found from the bulk optical properties of the larger structure using effective medium

theories, such as the Maxwell-Garnett relation [127].

The discrete dipole approximation method has proven to be immensely popular,

in part thanks to the fact that robust implementations of the method are freely

available online [128]. As with the method of moments, fast Fourier methods can be

used for regular lattices, which offer substantial speed improvements. In addition,

for periodic scattering systems, one can use tailored Greens functions that better

handle the boundary conditions and for which efficient computational methods have

been developed [129, 130].

Since volume integral methods are inherently based on Greens function tech-

niques, solutions automatically satisfy the radiation condition, although some care

is needed in handling integral singularities [131]. Compared to time-domain meth-

ods, which require tracking the evolution of transient fields, volume integral methods

also generally require a smaller spatial computational domain. Computational ac-

curacy, however, improves slowly with the number of lattice cells used, limiting the

applicability of volume based methods to macroscopic systems [111]. Volume inte-

gral methods also suffer from the problem that, like differential equation techniques,

simulations must be repeated when initial conditions are altered, which limits their

utility for statistical studies.

Another class of approaches to solving the volume integral equation makes use

of the fact that solutions to the Helmholtz equation can be represented as an an-

gular spectrum of plane waves, which is especially useful for modelling scattering in
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periodic planar media [132]. An infinite plane periodic medium can be thought of

as being made up of many small, repeating unit cells. The set of plane waves whose

wavevectors lie on points within the corresponding reciprocal lattice automatically

satisfy the appropriate periodic boundary conditions and can thus be used as a com-

plete basis for the scattered field [133]. Ultimately, within such a framework, the

volume integral equation can be recast within this Fourier basis and solved using

similar discretisation procedures [134]. In order to better model realistic scattering

media, which in general are not periodic, one can increase the size of the unit cell

by using a larger number of plane wave components in Fourier space. Naturally,

this comes at the cost of an larger amount of required memory and computing time.

While Fourier methods do well at modelling media of larger scales, they also suffer

from the problem of requiring repeated runs to collect sufficient data for statistical

averaging [135].

2.2.1.3 T-matrix

The methods discussed so far all involve computing the scattered field for a given

set of initial or boundary conditions. In contrast, the T-matrix method involves the

computation of a matrix that allows the user to quickly compute the field scattered

by a system for any arbitrary incident field [136]. Mathematical details of the T-

matrix will be given later in Section 5.4 in the context of near-field scattering. The

discussion in this section will thus be qualitative.

Within the T-matrix formalism, the incident and scattered fields are expressed as

infinite sums of vector spherical functions. For practical purposes, these sums must

be truncated at some finite cut-off, where a greater number of remaining terms gen-

erally results in better accuracy. If the coefficients of each vector spherical function

are collated into vectors, then the T-matrix relates the vectors corresponding to

the incident and scattered fields. Importantly, the T-matrix is independent of the

structure of the incident and scattered fields and only depends on the properties of

the scatterers. As such, it only needs to be calculated once and can then be reused

at will for different incident fields.

Computation of the T-matrix can be performed in several ways. For individual

scatterers, the standard procedure uses the extended boundary condition method,
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in which the elements of the T-matrix can be related to integrals that must be

numerically evaluated over the surface of the particle [137]. Computation of such

integrals is simpler for symmetric particles, particularly solids of revolution [138],

although the method has been used for more general particle shapes such as non-

rotationally symmetric ellipsoids [139]. Using modified vector spherical functions,

the T-matrix method has also been generalised to other particle morphologies, such

as multilayered scatterers [140], chiral particles [141] and general anisotropic par-

ticles [142]. The T-matrix for a multi-particle group can also be calculated using

the superposition T-matrix method, which exploits a translation addition theorem

of the underlying spherical vector functions [143]. The superposition method, how-

ever, requires that the T-matrices of the individual scatterers are already known,

which may not always be the case in reality. The superposition method requires

solving a large system of linear equations, which, for a large number of particles,

becomes intractable. Iterative methods are thus frequently used for large particle

groups [144].

The T-matrix method generally performs very well and has shown to be several

orders of magnitude faster than volume-integral methods for computations involving

non-spherical particle clusters with fixed orientation [145]. Moreover, the T-matrix

framework allows for some degree of analytic averaging of particle properties, such

as orientation, minimising the need to repeat simulations with different initial con-

ditions [146, 147]. The primary issue with the standard implementation of the

T-matrix method is that, along with scaling issues for large media, the method is

numerically unstable for certain types of pathological particles, such as prolate or

oblate spheroids with large aspect ratios or particles with extreme refractive indices

[136].

2.2.2 Approximate simulation methods

In this section we will examine several methods that have a more phenomenological

flavour. The techniques to be presented in this section, while inspired by physical

principles, may not be immediately, or at all, derivable from Maxwell’s equations.

As such, they do not involve the direct computation of the scattered fields for a

specified set of initial or boundary conditions. In some cases, such as in radiative
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transfer theory, the quantity that is calculated is not even a fundamental physical

quantity, but rather one that is heuristically motivated. Despite all this, approximate

methods tend to be relatively simple and less computationally demanding than

exact methods. Additionally, in some cases, statistical quantities can be calculated

directly, removing the need for repeat simulations. Finally, it is worth remembering

that the quality of any particular model lies ultimately in its accordance with reality,

and approximate methods have been successful in this regard.

2.2.2.1 Random phasor sums

One of the simplest ways of modelling multiple scattering of coherent fields has its

origin in the common physical explanation of speckle. Since speckle is produced by

the interference of many partial scattered fields that have random amplitudes and

phases, a scattered field can be modelled as a sum of a large number of complex

phasor expressions, i.e. [48]

Es =
N∑
n=1

ane
iθn , (2.6)

where an and θn are some random collection of amplitudes and phases. In such a

sum, as more terms are added, the partial sum can be visualised as performing a

random walk in the complex plane. The statistical properties of such sums are well

understood and have been presented in several classic works [48, 49]. For complex

phasors whose phases are distributed uniformly from zero to 2π, as the number of

terms in the sum tends to infinity, a central limit argument shows that the sum

behaves as a circular, complex Gaussian variable, whose amplitude is described by a

Rayleigh distribution. Although primitive, this approach assumes virtually nothing

about the properties of the scattering medium and Gaussian statistics in speckle

patterns are observed almost universally [148, 149, 150].

Vectorial extensions to the random phasor sum approach, which are able to de-

termine polarisation statistics, have also been considered [73, 151]. In addition,

Gaussian statistics for the scattered electric field has a number of important con-

sequences for the statistics of various polarimetric quantities. Beginning from this

assumption, the statistics of Stokes parameters and associated quantities, such as the
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degree of polarisation and elliptical polarisation parameters have been extensively

analysed mathematically [152, 153, 154, 155, 156]

Briefly, it is worth mentioning that under certain conditions speckle statistics

deviate from being Gaussian. This typically occurs for weak scattering media, where

the number of scatterers is relatively small [148, 157]. Mathematically, a small

number of scatterers means that only a small number of complex phasor terms

will be present in the sum, and the conditions for the central limit theorem are

therefore violated. In other circumstances, speckle statistics may be Gaussian, but

non-circular. Statistics of this sort can be constructed artificially [158], and occur

naturally in the scattering from rough surfaces [159, 160].

2.2.2.2 Radiative transfer theory

One of the most well known theories for modelling multiple scattering media is

radiative transfer, which has its origins in astrophysics [161]. At its inception, the

goal of radiative transfer was to derive a Boltzmann equation that could describe the

transport of light through scattering media on the basis of energy conservation [162].

The radiative transfer equation takes numerous forms depending on the assumptions

made in its derivation. One form of the equation is given by [33]

∂I(r,u)

∂z
= −(µa + µs)I(r,u) +

µs
4π

∫
I(r,u′)p(u,u′)du′, (2.7)

where z is a coordinate through the scattering medium, µs = 1/ls and µa = 1/la

are so-called scattering coefficients, u and u′ are direction vectors, p is the scatter-

ing phase function for the scatterers that make up the scattering medium and the

integral is taken over the unit sphere. I(r,u), known as the specific intensity, is

a somewhat convoluted quantity that, at a position r, describes the flow of opti-

cal power in a small frequency interval through an elementary area oriented in the

direction given by u [163]. In terms of energy balance, the first term on the right

hand side of Eq. (2.7) represents losses due to absorption and scattering away from

the direction u, while the second term accounts for light that is scattered back into

direction u from other directions. Radiative transfer theory began as a scalar theory,

but a vectorial generalisation was subsequently developed in which I is replaced by
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a set of analogous Stokes parameters and the phase function p is replaced by a single

scattering Mueller matrix, thus accounting for changes in polarisation state [164].

Solutions of the radiative transfer equation are statistically averaged quantities,

and, unlike previous methods, there is thus no need for repeated simulations. In

fact, a full microscopic description of the scattering medium is not at all required.

Assuming that a scattering medium has no absorption or gain, the only adjustable

parameter in the radiative transfer equation is the single particle phase function p, or

single particle Mueller matrix in the vectorial case [27]. In the scalar case, the phase

function is often approximated using the previously discussed Henyey-Greenstein

function or other multi-parameter generalisations [165, 166]. Radiative transfer is

therefore conceptually simple: given input parameters that describe rudimentary

single scattering properties of the particles, the theory describes multiple scattering

of a large collection of such particles. Radiative transfer theory can also be used to

attempt to solve inverse problems, namely the determination of the parameters of a

scattering medium based on measurements of the scattered fields [167].

Because of its relative conceptual simplicity and accessibility, radiative transfer

theory has been used widely throughout science, in fields such as astronomy [168],

geophysics [169], biology [170] and communications [171]. Despite its simplicity,

however, the radiative transfer equation is difficult to solve directly. Analytic solu-

tions have only been found for several simple cases, such as plane parallel media and

isotropic scattering [163]. One method of simplifying the radiative transfer equa-

tion is the diffusion approximation, in which the diffuse intensity is assumed to be

quasi-isotropic [172]. This assumption allows one to derive a diffusion equation for

the diffuse intensity, which is comparatively easier to solve. The diffusion approxi-

mation has been shown to agree well with experimental results for weakly absorbing

particles satisfying g � 1, but can perform poorly in other circumstances [173, 174].

In the general case, the radiative transfer equation must be solved numerically,

which can be achieved using a variety of methods. The discrete ordinates method,

for example, involves discretising both space and the angular domain specifying the

direction in which radiation can flow [175, 176, 177]. Another method, known as

the adding-doubling method, is particularly powerful for parallel planar media [178].

This method simplifies calculations for media that can be formed by composing many
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planar slabs by using knowledge of the scattering properties of the individual slabs.

Other methods, to name a few, involve the use of spherical harmonic functions [179],

the Galerkin technique [180], the eigenfunctions method [181], and the FN and PN

methods [182, 183]. Analysis of the radiative transfer equation can also be simplified

by exploiting symmetries of the scattering matrix [184].

In terms of scattering regimes, application of radiative transfer is limited, as

its most common implementations are only able to model random assortments

of sparsely distributed, uncorrelated scatterers, hence neglecting near field effects.

Generalisations, however, appropriate for dense particular media have been devel-

oped [185]. Radiative transfer does not directly simulate diffraction and assumes no

correlation between different components of multiply scattered fields, meaning it is

unable to reproduce interference effects, such as speckle [163]. It is noteworthy that,

despite originating as a heuristic model, the radiative transfer equation has since

been derived from the ladder approximation in rigorous multiple scattering theory,

solidifying its position as respectable physical theory [164]. The ladder approxima-

tion, however, fails to account for the coherent backscattering peak, which emerges

from ‘crossed’ scattering diagrams in multiple scattering theory [186].

2.2.2.3 Monte Carlo simulations

Among the many numerical methods that exist for solving the radiative transfer

equation, the Monte Carlo method [187] is notably popular and has seen widespread

use in a variety of different fields, such as wireless communications [188], biology

[189] and remote sensing [190]. Unlike other methods, the Monte Carlo approach

is not a standard differential equation solver, but instead a simulation framework

based on a physical interpretation of radiative transfer theory.

In the standard Monte Carlo method, a ‘photon’ is injected into a scattering

medium that occupies some spatial domain. The photon is modelled as a ray that

propagates through the medium in a fixed direction. After travelling some random

distance, typically sampled using a negative exponential distribution [191], a scat-

tering event is said to occur. When scattering occurs, the propagation direction

of the photon is updated, becoming a new direction that is randomly sampled in

accordance with the phase function of the scatterers in the medium. The photon
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then continues to propagate in its new direction and the process is repeated. The

process terminates when the photon exits the confines of the scattering medium

and the outgoing propagation direction is recorded. This entire sequence is iterated

for a large number of photons, which then yields a distribution of scattered photon

directions.

It is straightforward to incorporate additional effects, such as absorption [192]

and polarisation [193] into the Monte Carlo method. Absorption can be introduced

by attaching a weight to each photon that is incrementally decreased upon each

scattering event in relation to the particle albedo [194]. If this weight reaches zero

before the photon exits the medium, the photon is rejected. Otherwise, once the

photon leaves the medium, its residual weight is used to scale its contribution to the

overall intensity distribution of the scattered field. Polarisation can be introduced

into the Monte Carlo method by introducing a local coordinate system that follows

the photon and which is rotated after each scattering event [85]. Tracking and

transformation of this coordinate system can be achieved using several methods,

such as the use of meridian and scattering planes [195], Euler angles [196] and

quaternions [197]. In polarisation implementations, the Stokes vector of the photon

is tracked as it propagates and, after each scattering event, is updated using a single

particle Mueller matrix, from which the phase function can also be derived [198].

Alternatively, for fully polarised fields, one can instead track the field components

and use the amplitude matrix to update the polarisation state and propagation

direction [199]. This approach enables the tracking of phase and is able to simulate

polarised speckle. Generalisations to the Monte Carlo approach have also allowed

for studies of birefringent media using effective Mueller matrices at scattering events

that also incorporate properties of the background medium [84].

While flexible, the Monte Carlo procedure is slow as it requires a large number of

photons for statistical results to have sufficiently converged. Simulations must also

be repeated if the initial distribution of photon directions or polarisation states are

altered. Several techniques exist, however, to increase performance. For example, a

condensed Monte Carlo procedure allows for the simulation of different albedos based

on results for a single albedo [200]. In addition, there exist hybrid techniques that

combine the merits of the Monte Carlo method and diffusion theory for increased
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speed [201].

2.3 Conclusion

In this chapter we have attempted to motivate the need for methods of simulating

the random scattering of polarised light. As has been discussed, the transformation

of the polarisation of state in random media is a complex process, and analytic the-

ories quickly become intractable for all but the simplest of systems, necessitating

numerical techniques. Numerical simulations have enjoyed great success at provid-

ing insight into the many intricacies of random scattering and have proven to be

indispensable tools for theoretical study. As is evident, however, no single method is

optimal for all possible problems, and the number of ideas that have been proposed

over the years is a reflection of the vast diversity and complexity of scattering media

found throughout the natural world. It is of course healthy that such a broad range

of tools exist, so that as new problems are encountered and old ones are re-examined

there is an ever-expanding pool of resources with which they can be analysed, and

from which inspiration can be drawn.

In comparing the various methods in this chapter, the rigorous techniques closely

tied to Maxwell’s equations have shown to be most accurate and flexible, as they

make minimal assumptions and allow the user to specify arbitrary scattering media.

Within this class of methods, it is interesting to highlight the conceptual difference

between the T-matrix approach and the others. As noted, the T-matrix is re-usable

and in some sense gives a mathematical representation of the scattering medium

itself, rather than just the scattered field for a fixed set of initial conditions. The

T-matrix may therefore contain additional information pertaining to the random

scattering medium that is not immediately transparent in expressions for the scat-

tered field. For example, as was briefly introduced in Chapter 1, speckle patterns

exhibit a variety of correlations, which may manifest as statistical correlations be-

tween different elements of the T-matrix for different combinations of incident and

scattered field components. One prominent example of this is the memory effect,

which will be described in more detail in Chapter 5. The scattering matrix method

that will be pursued in this thesis shares this nature with the T-matrix. Unlike the
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T-matrix method, however, which is ideally suited for individual particles, or multi-

particle conglomerates, our scattering matrix approach will enable the modelling of

macroscopic scattering media of arbitrary thickness without unreasonable scaling in

computation time with system size.

Having established the landscape of extant simulation methods, for the remain-

der of this thesis we will focus our attention on the scattering and transfer matrix

formalisms. In the next chapter we will give a formal, rigorous introduction to these

matrices and derive their mathematical properties.
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Scattering and transfer matrices

Having explored a variety of theoretical techniques for modelling random scatter-

ing in Chapter 2, we now turn our attention to the scattering and transfer matrices,

the study and use of which will comprise the remainder of this thesis. We shall

begin by giving a brief and general introduction to the scattering and transfer ma-

trix formalisms, and describe some of their applications in different areas of physics.

We shall then define more concretely the scattering medium we wish to study and

apply a rigorous scattering formalism to it. Specifically, we shall consider a scat-

tering medium with slab geometry that has finite thickness and is infinite in its

transverse dimensions. This choice of system precludes the analysis of systems with

closed geometries, but is general enough to be applicable to a wide range of realistic

scattering media.

We shall describe the incident and scattered fields using an angular spectrum of

plane waves, which is a natural choice of mode decomposition for several reasons.

First, an angular spectrum allows us to frame the theory in terms of the scatter-

ing of plane waves, for which there is extensive literature to draw upon. Secondly,

an angular spectrum allows for the easy separation of propagating and evanescent

plane wave components. Traditionally, the scattering matrix formalism has only

been applied to far field scattering, which, in an angular spectrum decomposition,

corresponds to a simple truncation of the set of transverse wavevectors. Advances

in near field optical technologies, however, such as scanning near field optical mi-
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croscopy, necessitate the development of theories able to account for the scattering

of evanescent plane wave components [202]. In this chapter, we shall therefore pro-

vide a general scattering matrix theory able to incorporate both types of plane wave

components.

Once the scattering problem and matrix formalisms have been clearly estab-

lished, we shall proceed to derive the set of mathematical constraints satisfied by

the scattering and transfer matrices due to energy conservation, reciprocity and time

reversal symmetry. These constraints place limits on the set of physically allowable

scattering and transfer matrices, and can hence serve as useful guides in determining

whether a given system satisfies the corresponding physical laws. Conversely, ma-

trix constraints can guide theoretical models of scattering media, and can simplify

theoretical calculations by, for example, reducing the number of degrees of freedom

available within the matrices. These constraints will be invaluable in Chapters 4 and

6, where they will be applied in a random matrix theory of polarisation statistics as

well as in numerical simulations of random scattering media.

The conclusions of this chapter are novel and were recently presented in the

literature in Ref. [203].

3.1 Introduction

The scattering and transfer matrix formalisms are useful mathematical frameworks

for describing scattering systems. It should be stressed at the outset that scatter-

ing and transfer matrices fundamentally contain the same information about the

scattering medium they describe and should therefore not be thought of as two

independent formalisms. Rather, it is the case that, due to their different mathe-

matical properties, one may be simpler to implement than the other, depending on

the nature of the problem under investigation. For convenience, we may at times

exclusively refer to the scattering matrix. It should be remembered however that at

such instances an analogous comment can also be made about the transfer matrix.

The core concept of the scattering matrix formalism is relatively simple. The

scattering medium under investigation is treated as a black box, about which, in

principle, nothing may be known. A collection of state vectors are defined, which
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describe all possible channels or modes for waves that impinge upon and depart

from the scattering medium. In optics, the components of these vectors can contain

information about, for example, the relative amplitudes, phases and polarisation

states of waves in different modes. The scattering matrix describes the transforma-

tion between these states. Conceptually, the scattering matrix does not give a direct

description of a scattering medium. Instead, it allows one to answer the question of

how a particular state will scatter, which in many cases may be what is ultimately

desired. As discussed in Chapter 2, analysis of the scattered field can, however, also

reveal information about the scattering medium indirectly. Practically, a scattering

matrix can be determined through sequential measurements of the scattered field for

a series of known incident states [5]. Once it has been found, the scattering matrix

then enables the determination of the scattered field for any arbitrary incident state.

Historically, the scattering matrix has been extensively used in quantum physics,

where it is also referred to as the S-matrix [204]. It has recently however become a

popular tool in optics, where it has found use in a variety of applications, including

wavefront shaping [205], imaging [206], focusing light [207], particle cooling [208],

data encryption [209], communications [210], and lasing [211]. The entire scattering

matrix describes how waves incident upon different sides of a scattering medium are

transmitted and reflected by the medium. For practical reasons, it is difficult to

arrange an experimental setup that can measure all of these components simultane-

ously. In a single experiment, it is thus more common to measure isolated sections

of the scattering matrix, such as the transmission or reflection matrices, which de-

scribes how waves incident upon one side of a scattering medium are transmitted

and reflected respectively.

Many optical scattering experiments involve illuminating complex scattering me-

dia with open geometries, where the scattered field is not confined to a specific region

of space and where there is no natural set of modes. In such cases, the transmis-

sion and reflection matrices are typically measured by designing incident fields using

a spatial light modulator [5, 212]. The states that describe the incident field are

determined by the configuration of an array of pixels on the surface of the modu-

lator, which controls the relative phases of waves emanating from different spatial

positions. The states describing the detected field may be, for example, the electric
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field measured at different spatial positions, such as at different pixels on a camera.

While in the simplest case the incident and scattered fields may be described by

their spatial intensity distributions, more sophisticated experimental setups involv-

ing interferometry also allow for phase detection [213] as well as the control and

measurement of polarisation states [214, 215]. We note that a spatial basis of modes

can be related to an angular spectrum via the Fourier transform [216], which can

be applied to the scattering matrix numerically, or performed experimentally by

measuring the scattered field in the Fourier plane of a collecting lens.

From a theoretical perspective, it is worth noting that experiments involving

open geometries typically fail to capture the full set of degrees of freedom of the

incident and scattered fields. The finite size of detection optics, for example, may

fail to capture waves that scatter at large angles with respect to the optical axis.

An experimental scattering matrix should therefore be thought of as a sub-matrix of

a theoretical scattering matrix that fully describes the complete set of components

of the fields [217]. In other contexts, however, a complete scattering matrix may

be determinable if the geometry of the system restricts the number of modes to

a reasonable, finite value. Scattering matrices have also been widely employed for

structures with closed geometries, such as cavities [211], optical fibres [218], photonic

crystals [219], as well as for axial propagation of light along layered media, such as

fibre Bragg gratings [220] and superlattices [221].

3.2 Continuous scattering and transfer matrices

We shall now set up the theoretical problem to be studied in this chapter and

introduce the scattering and transfer matrices more rigorously.

3.2.1 Definitions

Consider the problem depicted in Figure 3.1. A dielectric scattering medium is

situated within the region −L/2 ≤ z ≤ L/2, which we denote by Rs. We denote

by R− and R+ the regions L− < z < −L/2 and L/2 < z < L+ surrounding the

scattering medium, which are assumed to be dielectric with constant background

permittivity εb, assumed for simplicity to be the same on both sides of the scattering

60



3.2 Continuous scattering and transfer matrices

Figure 3.1: Geometry of the scattering problem. The integrating surface ∂V used in
deriving the energy conservation and reciprocity constraints is also depicted. Dashed lines
denote the planar sections of ∂V and dot-dashed curves denote the spherical section of
radius R.

medium. Although the shape of the scattering medium is arbitrary, confining it to

a slab-shaped region of space facilitates the introduction of angular spectrum de-

compositions for the incident and scattered fields, which shall be introduced shortly

in this section. All incident field sources are contained in the regions z < L− and

z > L+. We assume that the scattering medium is linear and all fields are monochro-

matic with angular frequency ω. The domain L− < z < L+ can be described by

a spatially inhomogeneous, complex-valued permittivity function ε = ε(r, ω), where

r = (x, y, z)T is the position vector. Note that in general ε is a 3 × 3 matrix. We

also assume that both the scattering and background media are non-magnetic and

have magnetic permeabilities equal to the vacuum permeability µ0.

We denote by E(r) and H(r) the complex representations of of the total real

electric E and magnetic H fields, with a suppressed time factor of exp(−iωt). The

real electric field, for example, is given by E(r, t) = Re[E(r)e−iωt], where Re denotes

the real part of a complex quantity. The frequency-domain Maxwell equations for
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the entire region L− < z < L+ are given by [27]

∇ · E(r) = 0, (3.1)

∇ ·H(r) = 0, (3.2)

∇× E(r) = iωµ0H(r), (3.3)

∇×H(r) = −iωε(r, ω)E(r). (3.4)

Taking the curl of Eq. (3.3) and using Eq. (3.4), the vector wave equation for the

electric field can be shown to be

∇×∇× E(r)− ω2µ0ε(r, ω)E(r) = 0. (3.5)

We remind the reader that triple cross products should be understood in the sense

a × b × c = a × (b × c). In R− and R+, the permittivity function is given by

the background permittivity and we have ω2µ0ε(r, ω) = ω2µ0εb = k2 = n2
bk

2
0 =

n2
b(2π/λ0)2, where k and k0 are the wavenumbers in the background medium and

vacuum respectively, λ0 is the wavelength of light in vacuum, nb =
√
εb/ε0 is the

background refractive index and ε0 is the vacuum permittivity. In these regions we

may write the electric field as a spectrum of plane wave components [19]

E±(r) =

∫ [
a±(κ)eiγz + b±(κ)e−iγz

]
eiκ·ρdκ, (3.6)

where the plus or minus superscript is chosen to accord with the superscript of

the region under consideration and dκ = dkxdky, where kx and ky are the x and

y components of the transverse wavevector κ = (kx, ky)
T, and ρ = (x, y)T is the

transverse position vector. For each plane wave component, γ = γ(κ) is given by

γ(κ) =


√
k2 − |κ|2, if |κ|2 ≤ k2,

i
√
|κ|2 − k2, if |κ|2 > k2.

(3.7)

Though we shall frequently drop its dependence on κ, it should be remembered that

γ is a function of κ.

Through inspection of Eq. (3.6), it can be seen that a±(κ) is a vector that
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characterises the polarisation state of the plane wave with wavevector (kx, ky, γ)T.

Similarly, b±(κ) characterises the polarisation state of the plane wave component

with wavevector (kx, ky,−γ)T. When working with angular spectra, it is sufficient

to keep track of only the transverse wavevector κ, as the z component of the full

wavevector can be always be calculated from Eq. (3.7) and by consideration of the

direction of the wave. Since at times we will need to refer to full three component

wavevectors, it will be useful to define the symbols k and k̃, which should also be

thought of as functions of κ. We define these as

k = (kx, ky, γ)T, (3.8)

k̃ = (kx, ky,−γ)T. (3.9)

Clearly, k and k̃ can be thought of as right propagating and left propagating

wavevectors respectively. The domain of integration of the integral in Eq. (3.6)

and, unless specified otherwise, all integrals that follow in this chapter, is assumed

to be R2, i.e. the infinite two-dimensional real plane. In light of Eq. (3.3), the cor-

responding angular spectrum representation of the magnetic field can be obtained

by taking the curl of Eq. (3.6), which yields

H±(r) =
1

ωµ0

∫ [
k× a±(κ)eiγz + k̃× b±(κ)e−iγz

]
eiκ·ρdκ. (3.10)

Inspecting Eq. (3.7), it is clear that when |κ|2 ≤ k2, γ is a real quantity and

the plane wave components in the integrand are thus homogeneous, or propagating.

In particular, it is clear that the plane wave components associated with a±(κ)

propagate in the positive z direction and those associated with b±(κ) propagate in

the negative z direction. When |κ|2 > k2, on the other hand, γ is an imaginary

quantity and the plane waves are thus inhomogeneous, or evanescent. In this case,

the amplitude of plane wave components associated with a±(κ) decay in the positive

z direction and the amplitude of those associated with b±(κ) decay in the negative z

direction. For convenience, we define the sets Γp and Γe, where Γp = {κ : |κ|2 ≤ k2}
is the set of all transverse wavevectors corresponding to propagating plane waves

and Γe = {κ : |κ|2 > k2} is the set of all transverse wavevectors corresponding to

evanescent plane waves.
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As the scattering medium is assumed to be linear, the vector coefficients of plane

wave components travelling (or decaying in the case of evanescent waves) towards

and away from the scattering medium can be related using the scattering matrix.

Specifically, if we define the column vectors

I(κ) = [a−(κ),b+(κ)]T, (3.11)

O(κ) = [b−(κ), a+(κ)]T, (3.12)

which contain coefficients of plane wave components that are incident upon and

outgoing from Rs respectively, the continuous scattering matrix S is defined to be

the matrix that satisfies

O(κ) =

∫
S(κ,κ′)I(κ′)dκ′. (3.13)

In the admittedly somewhat awkward vector notation in Eqs. (3.11) and (3.12),

both vectors within the square brackets should be imagined as being flattened to

give a one dimensional row vector containing all six of the interior vectors’ scalar

components. The transpose operator on the outside of the square brackets then

converts this row vector into a six component column vector.

As is evident from Eq. (3.13), S is a function of the incident and outgoing

transverse wavevectors. For a given pair of transverse wavevectors κ and κ′, the

scattering matrix S(κ,κ′) is a 6× 6 matrix of complex entries, which can be conve-

niently written as a 2× 2 block matrix in the form

S(κ,κ′) =

r(κ,κ′) t′(κ,κ′)

t(κ,κ′) r′(κ,κ′)

 , (3.14)

where r, r′, t and t′ are 3 × 3 matrix generalisations of transmission and reflection

coefficients.

An alternative description of the scattering problem is possible using the transfer

matrix M, which relates the amplitudes of plane waves on the left and right hand
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side of the medium. Letting

L(κ) = [a−(κ),b−(κ)]T, (3.15)

R(κ) = [a+(κ),b+(κ)]T, (3.16)

the continuous transfer matrix M is defined to be the matrix that satisfies

R(κ) =

∫
M(κ,κ′)L(κ′)dκ′. (3.17)

As with the scattering matrix, it is useful to write the transfer matrix as a 2 × 2

block matrix in the form

M(κ,κ′) =

α(κ,κ′) β(κ,κ′)

γ(κ,κ′) δ(κ,κ′)

 . (3.18)

Unlike the scattering matrix, however, the sub-matrices α,β,γ and δ, do not have

obvious physical interpretations.

3.2.2 Energy conservation

In this section we shall consider the constraints placed upon the scattering and trans-

fer matrices by energy conservation. We shall proceed by outlining the derivation of

the constraints for the scattering matrix and then presenting the final result for the

transfer matrix without its corresponding derivation. Ultimately, the differences be-

tween the two derivations are purely algebraic, and there is little additional insight

to be gained by working through both derivations. To expand upon a point made

earlier in this chapter, while the scattering matrix is more physically intuitive, the

transfer matrix, as shall be seen in Chapter 6, can be more convenient for numerical

calculations. It is thus worthwhile to examine the constraints imposed upon both

matrices, and both shall be given in this chapter.

In classical electromagnetism, the energy carried by an electromagnetic wave is

described by the Poynting vector, which we denote by P(r, t). At optical frequencies,

the Poynting vector is a rapidly oscillating function of time that most instruments

are incapable of following. It is thus more common to use the time averaged Ponyting
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vector 〈P(r)〉, where the time interval used in the averaging is assumed to be large

compared to 1/ω [1].

For time harmonic fields, the Poynting vector is given by [1]

〈P(r)〉 =
1

2
Re[E(r)×H∗(r)]. (3.19)

This can be calculated using the angular spectra given in Eqs. (3.6) and (3.10) for

the electric and magnetic fields, although care is necessary in handling the complex

conjugate of H due to the presence of evanescent waves, which change the nature of

the exponential terms appearing in Eq. (3.10). We find that

〈P±(r)〉 =
1

2ωµ0

Re

[ ∫ ∫
κ∈Γp

(
a±(κ′)× k× a±∗(κ)ei(γ

′−γ)z

+ a±(κ′)× k̃× b±∗(κ)ei(γ
′+γ)z

+ b±(κ′)× k× a±∗(κ)e−i(γ+γ′)z

+ b±(κ′)× k̃× b±∗(κ)ei(γ−γ
′)z
)
ei(κ

′−κ)·ρdκdκ′

+

∫ ∫
κ∈Γe

(
a±(κ′)× k̃× a±∗(κ)ei(γ

′+γ)z

+ a±(κ′)× k× b±∗(κ)ei(γ
′−γ)z

+ b±(κ′)× k̃× a±∗(κ)ei(γ−γ
′)z

+ b±(κ′)× k× b±∗(κ)e−i(γ+γ′)z
)
ei(κ

′−κ)·ρdκdκ′

]
.

(3.20)

We point out that for both terms in Eq. (3.20) the integration domain for κ is

restricted. The transverse wavevector κ′, however, is free to vary over all of R2.

In order to discuss the flow of energy into and out of the scattering medium, it

is necessary to choose a surface over which the Poynting vector can be integrated.

Generally speaking, the average net rate W at which electromagnetic energy flows

out of any closed surface Ω is given by [19]

W =

∫
Ω

〈P〉 · n̂ dA, (3.21)

where n̂ is the outward unit normal vector to the surface and dA is the infinitesimal
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area element. If energy is not absorbed within the volume enclosed by the surface,

then W = 0 by energy conservation and the integral in Eq. (3.21) must vanish.

Suppose now that Ω is taken to be the surface ∂V shown in Figure 3.1 bounding

the volume V . The volume V is the intersection of a slab z− < z < z+, where

z− ∈ R− and z+ ∈ R+, and a spherical volume of radius R centred at the origin

whose interior contains the scattering medium. The surface ∂V therefore consists

of several parts: two planar sections at the fixed z coordinates z = z− and z = z+,

and a spherical section of radius R in between the two planar sections. We suppose

that the scattering medium is of finite size characterised by length scale a and that

R � a, so that the surface of the sphere lies far from the scattering medium. On

the spherical section of ∂V , the electric and magnetic fields can be expressed as

superpositions of incoming and outgoing spherical waves [27], i.e.

E(r) = Ein(r̂)
e−ikR

R
+ Eout(r̂)

eikR

R
, (3.22)

H(r) = Hin(r̂)
e−ikR

R
+ Hout(r̂)

eikR

R
, (3.23)

where Ein,Eout,Hin and Hout are all independent of R. It is thus straightforward

by inspecting Eqs. (3.22) and (3.23) to see that the the amplitude of the Poynting

vector in the far field decays as ∼ 1/R2. The surface area of the spherical section of

∂V , however, is equal to πLR, which grows linearly in R. Therefore, the integral of

the Poynting vector over the spherical section of ∂V decays as ∼ 1/R, which means

the energy flow becomes negligible in the limit R → ∞. In Eq. (3.21), it is thus

only necessary to integrate over the planar sections of ∂R, which expand to infinite

planes as R→∞. The total energy flow can thus be written as

W = W+ +W− =

∫
z=z+
〈P+(r)〉 · ẑ dρ−

∫
z=z−
〈P−(r)〉 · ẑ dρ, (3.24)

where dρ = dxdy and the second term obtains a negative sign due to the orientation

of n̂.

Since, in deriving Eq. (3.24), we take the limit R→∞, the preceding argument

that allowed us to neglect contributions on the spherical caps of ∂V can be applied

to arbitrarily large scattering media. We note that in reality, particularly as any
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realistic illumination beam will be finite in transverse extent, a scattering medium

that is ‘practically infinite’ is one for which the transverse extent is far greater than

the lateral thickness L.

For simplicity, consider the first integral in Eq. (3.24) over the plane z = z+ and,

for ease of notation, let us temporarily drop superscripts so that S = S+, a = a+

and b = b+. We wish to insert the expression for 〈P〉 as given by Eq. (3.20) into

this integral. Inspecting the form of Eq. (3.20), we see that the only dependence of

〈S〉 on ρ is in the term ei(κ
′−κ)·ρ. This can be integrated over the plane using the

identity [222] ∫
R2

ei(κ
′−κ)·ρdρ = (2π)2δ(κ′ − κ), (3.25)

where δ is the Dirac delta function and δ(κ′−κ) = δ(k′x−kx)δ(k′y−ky). The integral

over κ′ in Eq. (3.20) is eliminated by this delta function, which enforces the identity

κ′ = κ, from which it also follows that γ′ = γ. We thus find, dropping now in our

notation the dependence of a and b on κ, that

W+ =
(2π)2

2ωµ0

Re

[ ∫
Γp

(
a× k× a∗ + b× k̃× b∗

+ a× k̃× b∗e2iγz + b× k× a∗e−2iγz
)
· ẑ dκ

+

∫
Γe

(
a× k× b∗ + b× k̃× a∗

+ a× k̃× a∗e2iγz + b× k× b∗e−2iγz
)
· ẑ dκ

]
.

(3.26)

Consider the term a × k × a∗ contained within the first integral of Eq. (3.26).

This can be simplified using the identity [223]

a× b× c = (a · c)b− (a · b)c, (3.27)

which holds for any three vectors a, b and c. Using the fact that a · k = 0, which

follows straightforwardly from Eq. (3.1) and taking the divergence of Eq. (3.6), it

is easy to show that

(a× k× a∗) · ẑ =
(
|a|2k− (a · k)a

)
· ẑ = |a|2γ (3.28)
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is a real quantity. Similarly, we have b · k̃ = 0, from which it follows that

(b× k̃× b∗) · ẑ = −|b|2γ (3.29)

is also a real quantity. In addition, it can also be shown that, for the first integral

in Eq. (3.26)

(
a× k̃× b∗e2iγz + b× k× a∗e−2iγz

)
· ẑ = 2iγIm[(2azb

∗
z − a · b∗)e2iγz], (3.30)

which, importantly, is an imaginary quantity. Note that Im denotes the imaginary

part of a complex quantity. In deriving Eq. (3.30), it is necessary to make use of the

fact that a · k̃ = −2azγ and b ·k = 2bzγ, which also follow from the aforementioned

divergence property. Thus, after taking the real part in Eq. (3.26), the integrand of

first integral reduces to simply γ(|a|2− |b|2). Similar calculations can be performed

for the second integral over evanescent components, ultimately leading to the result

W+ =
(2π)2

2ωµ0

[∫
Γp

γ(|a|2 − |b|2)dκ+

∫
Γe

γ(a · b∗ − a∗ · b)dκ

]
. (3.31)

Returning to Eq. (3.24), we are now in a position to enforce energy conservation.

If no energy is absorbed within the volume V , then W = 0. Using the result

of Eq. (3.31) and reintroducing the appropriate superscripts, we find that energy

conservation is equivalent to the condition∫
Γp

γ
[
|a−|2 − |a+|2 − (|b−|2 − |b+|2)

]
dκ

+

∫
Γe

γ
[
a− · b−∗ − a+ · b+∗ − (a−∗ · b− − a+∗ · b+)

]
dκ = 0.

(3.32)

An expression of energy conservation in terms of the scattering matrix can be ob-

tained by recasting Eq. (3.32) in terms of I and O as defined in Eqs. (3.11) and

(3.12). Doing so yields the equivalent equation∫
Γp

γ
[
|I(κ)|2 − |O(κ)|2

]
dκ+

∫
Γe

γ
[
I(κ) ·O∗(κ)− I∗(κ) ·O(κ)

]
dκ = 0. (3.33)

It’s worth pointing out that Eq. (3.33) already has a simple physical interpretation.
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In the absence of evanescent waves, only the first integral is relevant. This integral

can be interpreted as being the difference between the total power flux into and

out of the scattering medium in the z direction. For plane waves that graze the

planar boundaries, for example, for which γ ≈ 0, very little electromagnetic energy

is transported in the z direction and their contribution to the integral is relatively

small. Of course, if energy is conserved, then the power flux into and out of the

medium are equal.

We now introduce the scattering matrix using Eq. (3.13). Moreover, we make

use of the trivial fact that

I(κ) =

∫
I(κ′)δ(κ− κ′)dκ′, (3.34)

which is the sifting property of the Dirac delta function. We shall at this point

switch to matrix notation so that, for example |I(κ)|2 = I†(κ)I(κ), I(κ) ·O∗(κ) =

O†(κ)I(κ) and so on, where † is the conjugate transpose. In addition, we define

I = I(κ), I′ = I(κ′), I′′ = I(κ′′) and similarly for O, O′, and O′′. Analysing each

term of Eq. (3.33) individually, we find that∫
Γp

γ I†I dκ =

∫ ∫ ∫
κ∈Γp

γI′†
[
I6δ(κ− κ′)δ(κ− κ′′)

]
I′′†dκdκ′dκ′′, (3.35)∫

Γp

γO†O dκ =

∫ ∫ ∫
κ∈Γp

γI′†
[
S†(κ,κ′)S(κ,κ′′)

]
I′′†dκdκ′dκ′′, (3.36)∫

Γe

γ I†O dκ =

∫ ∫ ∫
κ∈Γe

γI′†
[
δ(κ− κ′)S(κ,κ′′)

]
I′′†dκdκ′dκ′′, (3.37)∫

Γe

γO†I dκ =

∫ ∫ ∫
κ∈Γe

γI′†
[
S†(κ,κ′)δ(κ− κ′′)

]
I′′†dκdκ′dκ′′, (3.38)

where In denotes the n× n identity matrix. Eqs. (3.35)-(3.38) combine to give

∫ ∫
I′†

[∫
Γp

γS†(κ,κ′)S(κ,κ′′)dκ

]
I′′dκ′dκ′

=

∫ ∫
I′†

[∫
Γp

γI6δ(κ− κ′)δ(κ− κ′′)dκ

+

∫
Γe

γ
(
S†(κ,κ′)δ(κ− κ′′)− S(κ,κ′′)δ(κ− κ′)

)
dκ

]
I′′dκ′dκ′′.

(3.39)
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In order for Eq. (3.39) to hold for all possible incident fields I′ and I′′, it must be the

case that the terms inside square brackets on either side of the equation are equal1.

On the right hand side of the equation, the integrals over κ can be evaluated using

the delta functions. Whether or not the delta functions evaluate to zero, however,

depends on the relationship between κ, κ′ and κ′′. In total there are four cases,

which are summarised in the final result

∫
Γp

γS†(κ,κ′)S(κ,κ′′) dκ =



γ′δ(κ′ − κ′′)I6 if κ′ ∈ Γp, κ
′′ ∈ Γp,

γ′′S†(κ′′,κ′) if κ′ ∈ Γp, κ
′′ ∈ Γe,

−γ′S(κ′,κ′′) if κ′ ∈ Γe, κ
′′ ∈ Γp,

γ′′S†(κ′′,κ′)− γ′S(κ′,κ′′) if κ′ ∈ Γe, κ
′′ ∈ Γe.

(3.40)

Eq. (3.40), which collectively have been referred to as extended-unitarity relations

[224], is the most general form of conservation of energy and includes both evanescent

wave components and polarisation.

The transfer matrix can also be shown to obey a similar set of equations to Eq.

(3.40). Returning to Eq. (3.32), we can use Eqs. (3.15) and (3.16) to write the

integrands in the alternate form∫
Γp

γ
[
L†(κ)Σz

3L(κ)−R†(κ)Σz
3R(κ)

]
dκ

−
∫

Γe

iγ[L†(κ)Σy
3L(κ)−R†(κ)Σy

3R(κ)] dκ = 0,

(3.41)

where

Σz
n =

1 0

0 −1

⊗ In =

 In On

On −In

 , (3.42)

Σy
n = i

0 −1

1 0

⊗ In = i

On −In
In On

 , (3.43)

are generalised Pauli matrices, ⊗ denotes the Kronecker product and On denotes

1This can be made more rigorous using an argument akin to the proof of the fundamental
lemma of the calculus of variations.
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the n × n zero matrix. Similarly to before, we can introduce the transfer matrix

into Eq. (3.41) using Eq. (3.17). Performing a similar analysis to that used for the

scattering matrix ultimately leads to the result∫
Γp

γM†(κ,κ′′)Σz
3M(κ,κ′) dκ−

∫
Γe

iγM†(κ,κ′′)Σy
3M(κ,κ′) dκ

=


γ′δ(κ′ − κ′′)Σz

3 if κ′ ∈ Γp, κ
′′ ∈ Γp,

−iγ′δ(κ′ − κ′′)Σy
3 if κ′ ∈ Γe, κ

′′ ∈ Γe,

O6 otherwise.

(3.44)

Eq. (3.44) is equivalent to Eq. (3.40) and expresses conservation of energy in terms

of the transfer matrix.

3.2.3 Reciprocity

Reciprocity, as previously discussed in Chapter 2, is a type of symmetry related to

the interchange of incoming and outgoing plane wave directions. In this section we

shall explore its implications for the scattering and transfer matrices.

Consider again the volume V shown in Figure 3.1 and its bounding surface ∂V .

Let E1 and E2 be two arbitrary fields that satisfy Maxwell’s equations, i.e. Eqs.

(3.1)-(3.4). Applying the vector analogue of Green’s second identity to these two

fields over the volume V gives [225]∫
V

(
E1 · ∇ ×∇× E2 − E2 · ∇ ×∇× E1

)
dV

=

∫
∂V

(
E2 ×∇× E1 − E1 ×∇× E2

)
· n̂ dA,

(3.45)

where dV is an infinitesimal volume element. It follows simply from the wave equa-

tion Eq. (3.5) that

E1 · ∇ ×∇× E2 − E2 · ∇ ×∇× E1 = ω2µ0E
T
1

(
ε(r, ω)− εT(r, ω)

)
E2. (3.46)

Therefore, in the case that ε is a symmetric matrix, i.e. ε(r, ω) = εT(r, ω), it follows

that the integral over V in Eq. (3.45) is equal to zero. This can be taken to be the
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case for the types of scattering media considered in this thesis [19].

As before, the integral over the boundary ∂V can be separated into several

parts. Consider first the integral over the spherical section of ∂V . This contribution

to the integral can be neglected using essentially the same argument as that used

in Section 3.2.2. Assuming that R is large enough so that ∂V is in the far field of

the scattering medium, we may express E1 and E2 as superpositions of incoming

and outgoing spherical waves. Since ∇ × Ei is, by Eq. (3.3), essentially equal to

the corresponding magnetic field, it follows that the amplitude of Ej ×∇×Ei also

scales as ∼ 1/R2 for large R. Therefore, the integral over the spherical section of

∂V scales as ∼ 1/R, which is negligible in the limit R → ∞. Overall, we find that

the integral on the right hand side of Eq. (3.45) over the infinite planes is equal to

zero. Expressing E1 and E2 as angular spectra, we find

E2 ×∇× E1 = i

∫ ∫ [
a2(κ′)× k× a1(κ)ei(γ+γ′)z

+a2(κ′)× k̃× b1(κ)ei(γ+γ′)z

+b2(κ′)× k× a1(κ)ei(γ+γ′)z

+b2(κ′)× k̃× b1(κ)ei(γ+γ′)z

]
ei(κ+κ′)·ρdκdκ′,

(3.47)

where we have again omitted for brevity the superscripts that denote the region in

which the field is being described. As before, in integrating over the planes, the

ei(κ+κ′)·ρ term turns into a delta function, which reduces Eq. (3.47) to a single

integral over κ while enforcing the constraint κ′ = −κ, from which it follows that
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γ′ = γ. Hence,∫
R2

(E2 ×∇× E1−E1 ×∇× E2) · ẑ dA

= i

∫ [
e2iγz

(
a2(−κ)× k× a1(κ)− a1(−κ)× k× a2(κ)

)
+e−2iγz

(
b2(−κ)× k̃× b1(κ)− b1(−κ)× k̃× b2(κ)

)
+a2(−κ)× k̃× b1(κ)− a1(−κ)× k̃× b2(κ)

+b2(−κ)× k× a1(κ)− b1(−κ)× k× a2(κ)

]
· ẑ dκ.

(3.48)

After a bit of algebra, we find that

e2iγz
(
a2(−κ)× k× a1(κ)− a1(−κ)× k× a2(κ)

)
· ẑ

= e2iγz
(
a1(κ) · a2(−κ)− a2(κ) · a1(−κ) + 2az(−κ)− 2az(κ)

)
,

(3.49)

which is an odd function of κ and thus does not contribute to the integral. An

analogous argument applies to the term in Eq. (3.48) containing the e−2iγz factor.

Simplifying the remaining two terms leads to the equation Iz− = Iz+ , where

Iz± =

∫
γ[a±1 (κ) · b±2 (−κ) + a±1 (−κ) · b±2 (κ)

−a±2 (κ) · b±1 (−κ)− a±2 (−κ) · b±1 (κ)]dκ.

(3.50)

In terms of I and O, the equation Iz− = Iz+ becomes∫
γ[I1(κ) ·O2(−κ)− I2(κ) ·O1(−κ)]dκ = 0. (3.51)

Expressing O in terms of the scattering matrix, Eq. (3.51) becomes

∫ ∫
γ

[
IT

1 S(−κ,κ′)I′2 − I′T1 ST(−κ,κ′)I2

]
dκdκ′ = 0. (3.52)

Finally, we make the change of variables2 κ←→ κ′ on the second term in the integral

2This is possible as κ and κ′ are dummy variables from the point of view of the integral.
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in Eq. (3.52), giving

∫ ∫
IT

1

[
γS(−κ,κ′)− γ′ST(−κ′,κ)

]
I′2dκdκ′ = 0. (3.53)

Since Eq. (3.53) must hold for all I1 and I2, it follows after a slight relabelling of

the variables that

γS(κ,κ′) = γ′ST(−κ′,−κ), (3.54)

which is the reciprocity theorem for the scattering matrix. Reciprocity relations for

the constituent transmission and reflection matrices can be obtained by considering

the block form of the scattering matrix as shown in Eq. (3.14). Comparing blocks

on either side of Eq. (3.54), we obtain

γr(κ,κ′) = γ′rT(−κ′,−κ), (3.55)

γr′(κ,κ′) = γ′r′T(−κ′,−κ), (3.56)

γt(κ′,κ′) = γ′t′T(−κ′,−κ). (3.57)

These equations are consistent with those previously reported for a radiating point

dipole source [226], but apply to fields with arbitrary incident angular spectra.

To derive the corresponding reciprocity constraint for the transfer matrix, we

instead write Eq. (3.51) in terms of L and R, which gives∫
γ[LT

1 (κ)Σy
3L2(−κ)−RT

1 (κ)Σy
3R2(−κ)]dκ = 0. (3.58)

Now, introducing the transfer matrix using Eq. (3.17), and, making use of the trivial

fact that

L(κ) =

∫
L(κ′)δ(κ− κ′)dκ′. (3.59)
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we find that Eq. (3.58) becomes

∫ ∫
L
′T
1

[
γ′δ(κ′ + κ′′)Σy

3 −
∫
γMT(κ,κ′)Σy

3M(−κ,κ′′)dκ

]
L′′2dκ′dκ′′ = 0.

(3.60)

Finally, since Eq. (3.60) must hold for all L1 and L2, it follows that∫
γMT(κ,κ′)Σy

3M(−κ,κ′′)dκ = γ′δ(κ′ + κ′′)Σy
3, (3.61)

which is the reciprocity relation for the transfer matrix.

3.2.4 Time reversal symmetry

In this section we consider time reversal symmetry, which describes an invariance

of the scattering and transfer matrices under the transformation t→ −t. To begin,

let E1(r, t) be an arbitrary, real valued electric field. Since E1 is real, E1 = E∗1 . In

terms of its Fourier transform E1, we have

E1(r, t) =

∫ ∞
−∞

E1(r, ω)e−iωtdω =

∫ ∞
−∞

E∗1(r, ω)eiωtdω =

∫ ∞
−∞

E∗1(r,−ω)e−iωtdω.

(3.62)

where the final integral follows from the penultimate one by making the change of

variables ω → −ω. Comparing the leftmost and rightmost integrals, it’s clear that

E1(r, ω) = E∗1(r,−ω). Manipulating the Fourier integral for the time reversed field

E2(r, t) = E1(r,−t) leads to

E1(r,−t) =

∫ ∞
−∞

E1(r, ω)eiωtdω =

∫ ∞
−∞

E1(r,−ω)e−iωtdω =

∫ ∞
−∞

E∗1(r, ω)e−iωtdω.

(3.63)

In Eq. (3.63), the second integral follows from the first by again making the change

of variables ω → −ω. Comparing the first integral of Eq. (3.62) with the final one

of Eq. (3.63), we can conclude that the frequency spectrum of the time reversed

field is the complex conjugate of the frequency spectrum of the original field, i.e.
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E2(r, ω) = E∗1(r, ω). Suppose now that the fields are again time harmonic with

frequency ω. Using the same variables as in Eq. (3.6), the angular spectrum of the

complex representation of the time reversed field is given by

E±2 (r) =

∫ [
a±∗2 (κ)e−iγ

∗z + b±∗2 (κ)eiγ
∗z
]
e−iκ·ρdκ

=

∫ [
a±∗2 (−κ)e−iγ

∗z + b±∗2 (−κ)eiγ
∗z
]
eiκ·ρdκ,

(3.64)

where the second line follows from the first by the change of variables κ → −κ.

Comparing Eqs. (3.6) and (3.64), it can be seen that the effect of time reversal is

to make the transformation

a±(κ)eiγz + b±(κ)e−iγz → a±∗(−κ)e−iγ
∗z + b±∗(−κ)eiγ

∗z (3.65)

in the angular spectrum. Therefore, if the subscript 1 denotes the original field, we

have

a±2 (κ)eiγz + b±2 (κ)e−iγz = a±∗1 (−κ)e−iγ
∗z + b±∗1 (−κ)eiγ

∗z. (3.66)

Suppose now that κ ∈ Γp. Since γ is real, γ = γ∗ and the complex conjugates

within the exponentials in Eq. (3.66) can be ignored. Since the equality must hold

for all values of z, we may equate the coefficients of the complex exponentials, giving

a±2 (κ) = b±∗1 (−κ), (3.67)

b±2 (κ) = a±∗1 (−κ). (3.68)

If, on the other hand, κ ∈ Γe, then γ = i|γ| is imaginary and we have iγ = −|γ|
and iγ∗ = |γ|. Eq. (3.66) hence becomes

a±2 (κ)e−|γ|z + b±2 (κ)e|γ|z = a±∗1 (−κ)e−|γ|z + b±∗1 (−κ)e|γ|z. (3.69)
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Equating terms on either side leads to the equations

a±2 (κ) = a±∗1 (−κ), (3.70)

b±2 (κ) = b±∗1 (−κ). (3.71)

In terms of the scattering matrix, a system is time reversal invariant if both E1

and E2 satisfy Eq. (3.13) for the same scattering matrix S. We therefore have

O2(κ) =

∫
S(κ,κ′)I2(κ′)dκ, (3.72)

where I2 and O2 contain the components for the time reversed field. Suppose first

that κ ∈ Γp. Using the above results, Eq. (3.72) becomes

I∗1(−κ) =

∫
Γp

S(κ,κ′)O∗1(−κ′)dκ′ +
∫

Γe

S(κ,κ′)I∗1(−κ′)dκ′. (3.73)

Using again the definition of the scattering matrix, Eq. (3.73) can be put in the

form∫ [
δ(κ′′ + κ′)I6

]
I∗1(κ′′)dκ′′ =

∫ [ ∫
Γp

S(κ,κ′)S∗(−κ′,κ′′)dκ′
]
I∗1(κ′′)dκ′′

+

∫ [ ∫
Γe

S(κ,κ′)δ(κ′′ + κ′)dκ′
]
I∗1(κ′′)dκ′′.

(3.74)

Since Eq. (3.74) must hold for all I1, terms within the square brackets can be

equated. As before, however, different cases must be considered. For example, if

κ′′ ∈ Γp then the final term of Eq. (3.74) vanishes, as the argument of the delta

function cannot be zero, since κ′ ∈ Γe as dictated by the domain of integration.

Analysis of all possible cases, including when κ ∈ Γe, leads to the final result

∫
Γp

S(κ′,κ)S∗(−κ,κ′′) dκ =



δ(κ′ + κ′′)I6 if κ′ ∈ Γp, κ
′′ ∈ Γp,

−S(κ′,−κ′′) if κ′ ∈ Γp, κ
′′ ∈ Γe,

S∗(−κ′,κ′′) if κ′ ∈ Γe, κ
′′ ∈ Γp,

−S(κ′,−κ′′) + S∗(−κ′,κ′′) if κ′ ∈ Γe, κ
′′ ∈ Γe,

(3.75)
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which is an expression of time reversal symmetry for the scattering matrix.

A completely analogous argument can be made instead for the transfer matrix.

If the system is time reversal invariant, then both E1 and E2 satisfy Eq. (3.17) for

the same scattering matrix M. The final result is that

M(κ′,κ′′) =



Σx
3M∗(−κ′,−κ′′)Σx

3 if κ′ ∈ Γp, κ
′′ ∈ Γp,

Σx
3M∗(−κ′,−κ′′) if κ′ ∈ Γp, κ

′′ ∈ Γe,

M∗(−κ′,−κ′′)Σx
3 if κ′ ∈ Γe, κ

′′ ∈ Γp,

M∗(−κ′,−κ′′) if κ′ ∈ Γe, κ
′′ ∈ Γe,

(3.76)

where

Σx
n =

0 1

1 0

⊗ In =

On In
In On

 . (3.77)

Eq. (3.76) is therefore the time reversal symmetry constraint for the transfer matrix.

To conclude this section, we note that reciprocity and time reversal symmetry,

despite some confusion in the literature, are distinct concepts. An absorbing scatter-

ing medium, for example, may satisfy reciprocity, but is not time reversal invariant

[3]. Nevertheless, in the case that energy conservation holds, it can be shown, in

accordance with Ref. [224], that time reversal symmetry and reciprocity are equiva-

lent. It is not hard to see, for example, by minimal algebraic manipulation, that Eqs.

(3.40) and (3.54), (energy conservation and reciprocity for the scattering matrix),

imply Eq. (3.75), (time reversal symmetry for the scattering matrix). Similarly, it

is relatively transparent that Eqs. (3.44) and (3.76) (energy conservation and time

reversal symmetry for the transfer matrix) imply Eq. (3.61) (reciprocity for the

transfer matrix).

Although reciprocity and time reversal symmetry are equivalent for energy con-

serving systems, there is still value in having derived both results. In Section 3.3.3,

we shall see that choosing the correct condition as a starting point simplifies the

derivation of the corresponding symmetry for the discrete scattering and transfer

matrices, which shall be defined in the next section.
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3.3 Discrete scattering and transfer matrices

The scattering and transfer matrices we have considered so far are mathematical

functions defined for all pairs of conceivable transverse wavevectors κ and κ′, which

form an uncountably infinite continuous spectrum. In both experiments and numer-

ical simulations, however, fields cannot be resolved with infinite precision and must

be described using some finite set of modes [227]. Beyond merely being a practical

limitation, the number of independent modes a system can support in reality must

be finite due to the wave nature of light and is often constrained by the geometry of

the scattering system. This is particularly relevant for waveguides, such as optical

fibres, where the number of modes is determined by the radius and refractive index

of the fibre [228]. Even for waves in open geometries, however, diffraction places a

lower limit on the resolution to which a field can be discretely sampled [216]. When

an incident beam passes through a slab-shaped scattering medium, two transmitted

wavevectors will be independent provided that their angular separation exceeds the

size of the transmitted speckle angular intensity correlation function. The number

of independent modes can thus be related to the mean speckle size. For an incident

beam with finite cross sectional area A, the number of modes transmitted through

the medium N is on the order N ∼ 2A/λ2, which is necessarily finite in any realistic

scenario [229]. The finitude of the number of modes of an optical system is also

related to the finite space-bandwidth product a system, which is a dimensionless

quantity that can be thought of its information throughput [230].

In order to move to a discrete description of the scattered fields, it is necessary

to reduce the continuous spectrum of plane waves into a discrete collection of plane

wave components. There is no unique way of doing this, and the way in which the

discretisation is performed may depend on the nature of the system being modelled.

In this section, however, we shall assume that a discretisation has already been

agreed upon and consider general properties that hold irrespective of the exact

discretisation scheme used. The question of which discretisation scheme is most

useful in practice shall be given more discussion in Chapter 6. Given a discrete

set of plane wave components, we will be able to define the discrete scattering and

transfer matrices. These matrices will be more practical for numerical modelling and
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will allow us to develop a theory that has a closer connection to scattering matrices

measurable in experiments. For these matrices, we shall derive the corresponding

constraints that are imposed by the conditions explored in the previous section,

namely energy conservation, reciprocity and time reversal symmetry.

3.3.1 Definitions

Consider a finite set of plane waves with distinct transverse wavevectors. We first

define two sets, Kp and Ke, containing transverse wavevectors corresponding to

propagating and evanescent waves respectively. Specifically, we form Kp by choosing

Np transverse wavevectors κpi corresponding to propagating waves together with

their additive inverses −κpi and the two-component zero vector 0 = (0, 0)T, which

corresponds to the wavevector (0, 0, k)T. The inclusion of modes in inverse pairs, as

shall be demonstrated, is necessary to fully explore the effects of reciprocity and time

reversal symmetry. Similarly, we construct Ke by taking Ne transverse wavevectors

κei corresponding to evanescent waves and their additive inverses −κei . Thus, we

have

Kp = {−κpNp
, . . . ,−κp2,−κ

p
1,0,κ

p
1,κ

p
2, . . . ,κ

p
Np
}, (3.78)

Ke = {−κeNe
, . . . ,−κe2,−κe1,κe1,κe2, . . . ,κeNe

}, (3.79)

which contain 2Np + 1 and 2Ne elements respectively. The set of all wavevectors

K is the union of these sets, i.e. K = Kp ∪ Ke. A sample of several modes is

shown in Figure 3.2. We emphasise again that while in Figure 3.2 we have, for

simplicity, distributed modes at points on a rectangular lattice in k-space, this choice

is arbitrary and other geometries, such as for example a hexagonal lattice, may

have practical advantages [231]. Note also that although k-space is theoretically

unbounded, there is a practical upper limit to the size of |κei |. This is because a

larger |κei | corresponds to an evanescent wave with a greater decay rate in the z

direction. When |κei | is sufficiently large, its corresponding wave amplitude, even

at positions very close to the scattering medium, will have decayed to the point of

being practically unmeasurable.

Since a(κ) · k = b(κ) · k̃ = 0, the vector amplitude associated with each plane
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Figure 3.2: Transverse wavevector modes distributed on a rectangular lattice in k-space.
The dashed circle |κ|2 = k2 defines the boundary between propagating and evanescent
modes. A selection of modes and their additive inverses have been highlighted in red.

wave component has only two degrees of freedom. For propagating plane wave

components this constraint means that the electric field is constrained to vibrate

perpendicular to the wavevector. Therefore, in order to remove extraneous infor-

mation and simplify the ensuing mathematics, it will be useful to introduce the
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vectors

êk(κ, γ) =
k

k
=

1

k


kx

ky

γ

 , (3.80)

êφ(κ, γ) =
(ẑ× êk)

|ẑ× êk|
=

1

|κ|


−ky
kx

0

 , (3.81)

êθ(κ, γ) =
(êφ × êk)

|êφ × êk|
=

1

k|κ|


kxγ

kyγ

−k2
x − k2

y

 , (3.82)

which will allow us to separate the transverse and longitudinal electric field compo-

nents. In Eqs. (3.80)-(3.82), we note that we have written γ as a second parameter

of each basis vector. To be clear, the magnitude of γ is given by the magnitude of

that defined by Eq. (3.7), but we allow for the possibility of its sign being negated,

which is necessary in order to describe left-propagating plane wave components. In

this case, we shall write, for example, êθ(κ,−γ). We also note that for the special

cases êk = ±ẑ, êφ in Eq. (3.81) is undefined. In these cases we define êφ = ±y,

where the sign agrees with that of êk. This choice will turn out to yield the correct

reciprocity relations.

Note that when κ ∈ Γp, γ is real and the vectors êk, êφ and êθ are the standard

unit basis vectors in spherical polar coordinates. When κ ∈ Γe, however, êk and êθ

become complex. The vectors êφ and êθ are also classically referred to as s and p

modes in polarisation theory [19]. Since we reserve the letter p for ‘propagating’,

however, the labels φ and θ shall be used instead.

By the definitions of the basis vectors, it follows that

êφ(κ, γ) · k = êθ(κ, γ) · k = 0, (3.83)

êφ(κ,−γ) · k̃ = êθ(κ,−γ) · k̃ = 0. (3.84)

This means that we may express a±(κ) and b±(κ) in terms of their θ and φ com-
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ponents. Explicitly, we have

a±(κ) = a±θ (κ)êθ(κ, γ) + a±φ (κ)êφ(κ, γ), (3.85)

b±(κ) = b±θ (κ)êθ(κ,−γ) + b±φ (κ)êφ(κ,−γ). (3.86)

It is now possible to reduce the 3×3 blocks of the continuous scattering and transfer

matrices r, r′, t, t′,α,β,γ and δ to 2×2 matrices that couple the θ and φ components

of a±(κ) and b±(κ). Moving forward, transverse wavevectors should be thought of

as being selected from the previously defined set K, and subscripts shall be given

to them to reflect their discrete nature. As an example, consider r(κj,κi), where

κi,κj ∈ Kp. This matrix describes the reflection at the left side of the medium

of the right-propagating incident plane wave with wavevector (κi, γi)
T and vector

amplitude a−(κi) to the left-propagating plane wave with wavevector (κj,−γj)T

and vector amplitude b−(κj). We define the 2× 2 reduced reflection matrix for the

pair of modes κi and κj as the matrix r(j,i), where

r(j,i) =

r(j,i)θθ r(j,i)θφ

r(j,i)φθ r(j,i)φφ

 (3.87)

and

r(j,i)mn = êT
m(κj,−γj)r(κj,κi)ên(κi, γi), (3.88)

where m and n may be chosen to be either θ or φ. We allow for negative numbers

and zero in the subscript of a reduced matrix, where a negative index corresponds

to a transverse wavevector appearing in K with a minus sign. For example, r(−1,0)

denotes the reduced reflection matrix derived from r(−κ1,κ0). Note that

êT
k (κj,−γj)r(κj,κi) = 0T (3.89)

for all κj and κi, but, since a−(κi) has no k component, r(κj,κi)êk(κi, γi) is unde-
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fined. We therefore assign

r(κj,κi)êk(κi, γi) = 0, (3.90)

which justifies the construction of the reduced reflection matrix as only the four

components in Eq. (3.87) are unconstrained. The other seven blocks of S and M

can be handled similarly. The components of these blocks, after consideration of

the propagation directions of the incident and scattered wavevectors, can be shown

to be given by

r(j,i)mn = êT
m(κj,−γj)r(κj,κi)ên(κi, γi), (3.91)

r′(j,i)mn = êT
m(κj, γj)r

′(κj,κi)ên(κi,−γi), (3.92)

t(j,i)mn = êT
m(κj, γj)t(κj,κi)ên(κi, γi), (3.93)

t′(j,i)mn = êT
m(κj,−γj)t′(κj,κi)ên(κi,−γi), (3.94)

α(j,i)mn = êT
m(κj, γj)α(κj,κi)ên(κi, γi), (3.95)

β(j,i)mn = êT
m(κj, γj)β(κj,κi)ên(κi,−γi), (3.96)

γ(j,i)mn = êT
m(κj,−γj)γ(κj,κi)ên(κi, γi), (3.97)

δ(j,i)mn = êT
m(κj,−γj)δ(κj,κi)ên(κi,−γi). (3.98)

We can now construct the discrete scattering matrix for our finite set of modes

by discretizing Eq. (3.13). To achieve this, we employ a cubature scheme over k-

space with nodes given by the transverse wavevectors within the set K. For each

node, we define the associated weight wi, so that integrals of functions of κ can be

approximated by ∫
f(κ)dκ ≈

∑
i

f(κi)wi. (3.99)

If, for example, a rectangular partitioning is used, then wi = ∆kx∆ky, where ∆kx

and ∆ky describe the mode spacings in the x and y directions in k-space. Naturally,

increasing the number of wavevectors in K will improve the accuracy of the approx-

imation, albeit at the cost of an increase in computational complexity. With such a
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cubature scheme, Eq. (3.13) becomes
b−θ (κj)

b−φ (κj)

a+
θ (κj)

a+
φ (κj)

 =
∑
κi∈K


r(j,i)θθ r(j,i)θφ t′(j,i)θθ t′(j,i)θφ

r(j,i)φθ r(j,i)φφ t′(j,i)φθ t′(j,i)φφ

t(j,i)θθ t(j,i)θφ r′(j,i)θθ r′(j,i)θφ

t(j,i)θθ t(j,i)θφ r′(j,i)θθ r′(j,i)θφ




a−θ (κi)

a−φ (κi)

b+
θ (κi)

b+
φ (κi)

wi, (3.100)

where κi in the sum ranges over all wavevectors in K. By now letting κj vary over

the set K, we obtain a system of equations, each of which have the same form as Eq.

(3.100), which can be combined into a single matrix equation. To facilitate this, we

first introduce the notation

u±q = (u±θ (−κqNq
), u±φ (−κqNq

), . . . , u±θ (κqNq
), u±φ (κqNq

)), (3.101)

where u stands for either a or b and q stands for either p or e. Regardless of the

choice of q, we order the transverse wavevectors within u from left to right in the

same way as they are presented in Eqs. (3.78) and (3.79). Using the notation in

Eq. (3.101), we define the four vectors

ci = (a−p ,b
+
p , a

−
e ,b

+
e )T, (3.102)

co = (b−p , a
+
p ,b

−
e , a

+
e )T, (3.103)

cl = (a−p ,b
−
p , a

−
e ,b

−
e )T, (3.104)

cr = (a+
p ,b

+
p , a

+
e ,b

+
e )T, (3.105)

which contain all complex amplitudes of the plane wave components in the angular

spectra. In addition, we define the weight matrix

W =

Wp O

O We

 , (3.106)
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where

Wp = I2 ⊗ diag(wp−Np
, . . . , wp0, . . . , w

p
Np

)⊗ I2, (3.107)

We = I2 ⊗ diag(we−Ne
, . . . , weNe

)⊗ I2, (3.108)

and wp and we are weights associated with propagating and evanescent plane wave

components respectively. We may now define the discrete scattering matrix S as

the matrix satisfying

co = SWci. (3.109)

Note that the effect of the weight matrix is to correctly distribute the weights among

the elements of ci in accordance with Eq. (3.100).

Given our ordering of the modes, the matrix S can be written in the block form

S =

Spp Spe

Sep See

 =


rpp t′pp rpe t′pe

tpp r′pp tpe r′pe

rep t′ep ree t′ee

tep r′ep tee r′ee

 , (3.110)

where

Sab =

rab t′ab

tab r′ab

 (3.111)

and a and b are to be chosen from p or e. For each sub-matrix, the right subscript

denotes the type of incident mode (i.e. propagating or evanescent) and the left sub-

script denotes the type of outgoing mode. For example, rpe describes the reflection

at the left hand side of the system of incoming evanescent modes to outgoing propa-

gating modes. It is formed by concatenating 2×2 reduced reflection matrices of the

form in Eq. (3.87). All other sub-matrices of S can be understood in an analogous

manner. Similarly, the discrete transfer matrix M is defined to be the matrix that
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satisfies

cr = MWcl. (3.112)

This matrix can also be partitioned in an analogous way to the discrete scattering

matrix. Explicitly,

M =

Mpp Mpe

Mep Mee

 =


αpp βpp αpe βpe

γpp δpp γpe δpe

αep βep αee βee

γep δep γee δee

 . (3.113)

To give an example of the precise structure of these matrices, let us consider tpp,

which we shall momentarily refer to as just t. The indices i and j, which label the

2×2 blocks t(j,i) span from −Np to Np, meaning there are a total of (2Np+1)2 2×2

blocks within t. The overall structure of t is given by

t =

−κNk
· · · −κ1 0 κ1 · · · κNk



t(−Nk,−Nk) · · · t(−Nk,−1) t(−Nk,0) t(−Nk,1) · · · t(−Nk,Nk) −κNk

...
. . .

...
...

...
. . .

...
...

t(−1,−Nk) · · · t(−1,−1) t(−1,0) t(−1,1) · · · t(−1,Nk) −κ1

t(0,−Nk) · · · t(0,−1) t(0,0) t(0,1) · · · t(0,Nk) 0

t(1,−Nk) · · · t(1,−1) t(1,0) t(1,1) · · · t(1,Nk) κ1

...
. . .

...
...

...
. . .

...
...

t(Nk,−Nk) · · · t(Nk,−1) t(Nk,0) t(Nk,1) · · · t(Nk,Nk) κNk

.

(3.114)

The vectors displayed above and to the right of the matrix indicate the incident

and outgoing modes respectively. For example, the block t(3,−2) describes trans-

mission through the medium from mode −κ2 to mode κ3, i.e. from the incident

right-propagating plane wave with wavevector k−2 = (−k2x,−k2y, γ2)T to that with

wavevector k3 = (k3x, k3y, γ3)T.

In order to simplify the matrix constraints that will be derived in the following

sections, it will be useful to define normalised scattering and transfer matrices. If
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we let A denote any of the matrices r, t, t′, r′,α,β,γ or δ, we define

Ā(j,i) = A(j,i)

√
|γj|
|γi|

wiwj. (3.115)

All 2 × 2 blocks within S and M can then be replaced by their normalised coun-

terparts to give the normalised scattering and transfer matrices S̄ and M̄. To un-

derstand the physics of this normalisation, suppose that the incident field illumi-

nates the scattering medium on the left hand side. In the incident plane wave

spectrum, normalisation of the scattering matrix is equivalent to the redefinition

eiki·r → eiki·r√wi/
√
|γi|. For plane wave components propagating away from the

scattering medium in either reflection or transmission, the normalisation is equiva-

lent to the angular spectra redefinition eikj ·r → eikj ·r/(
√
|γj|
√
wj). The inclusion of

the γ terms in these transformations mean that each plane wave delivers an equal

energy flux per unit cross-sectional area perpendicular to the z direction. Note that

the asymmetry between the transformations for the incident and outgoing spectra

is related to the fact that the coefficeints of the outgoing plane wave components

are given by the integral relation in Eq. (3.13) and that, within the normalised

framework, all matrices are dimensionless.

To end this section, we note that it is possible to convert between the discrete

scattering and transfer matrices. Consdering the definitions of the matrices, it can

be shown that [232]

r = −δ−1γ, (3.116)

r′ = βδ−1, (3.117)

t = α− βδ−1γ, (3.118)

t′ = δ−1, (3.119)

α = t− r′(t′)−1r, (3.120)

β = r′(t′)−1, (3.121)

γ = −(t′)−1r, (3.122)

δ = (t′)−1, (3.123)
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where, for example,

r =

rpp rpe

rep ree

 (3.124)

and the other matrices are defined analogously. These equations also hold for the

normalised scattering and transfer matrices.

3.3.2 Energy conservation

In this section we shall derive the constraints imposed upon S̄ and M̄ by energy

conservation. We begin by discretizing the conservation of energy equation for the

continuous scattering matrix, namely Eq. (3.40). As before, we employ a cubature

scheme as defined by Eq. (3.99) so that integrals can be approximated by sums.

The Dirac delta function δ(κ′ − κ′′), whose integral is by definition unity, can be

replaced by the normalised Kronecker delta δij/wi. Note there is some freedom in

how one picks the denominator of the normalised Kronecker delta. Instead of wi, wj

and
√
wiwj would serve equally well, as the Kronecker delta forces the equality of

wi and wj in any case. We shall return to this point in Chapter 6. Rewriting κ,κ′

and κ′′ as κl,κi and κj respectively, we obtain

∑
κl∈Kp

γlS
†(κl,κi)S(κl,κj)wl =



γiδijI6/wi if κi ∈ Kp, κj ∈ Kp,

γjS
†(κj,κi) if κi ∈ Kp, κj ∈ Ke,

−γiS(κi,κj) if κi ∈ Ke, κj ∈ Kp,

γjS
†(κj,κi)− γiS(κi,κj) if κi ∈ Ke, κj ∈ Ke.

(3.125)

We now multiply both sides of Eq. (3.125) by
√
wiwj/|γiγj|. First, note that, since

γl by definition corresponds to a propagating wavevector, we have γl = |γl| and the

left hand side becomes

∑
κl∈Kp

√
|γl|
|γi|

wlwiS
†(κl,κi)

√
|γl|
|γj|

wlwjS(κl,κj) =
∑

κl∈Kp

S̄†(κl,κi)S̄(κl,κj). (3.126)

90



3.3 Discrete scattering and transfer matrices

In the case that κi,κj ∈ Kp, all weights and γ terms on the right hand side cancel

due to the Kronecker delta, and we are left with δijI6. For the other three cases, note

that γ terms that correspond to evanescent plane wave components satisfy γ = i|γ|.
Eq. (3.125) thus becomes

∑
κl∈Kp

S̄†(κl,κi)S̄(κl,κj) =



δijI6 if κi ∈ Kp, κj ∈ Kp,

iS̄†(κj,κi) if κi ∈ Kp, κj ∈ Ke,

−iS̄(κi,κj) if κi ∈ Ke, κj ∈ Kp,

iS̄†(κj,κi)− iS̄(κi,κj) if κi ∈ Ke, κj ∈ Ke.

(3.127)

We can consider each of the four cases in Eq. (3.127) separately. In each case,

we may form four matrix equations by equating different blocks of the scattering

matrices. Analysing the full set of possible equations consists of a lot of repetitive

and unenlightening algebra. We shall therefore only present a single example here.

Suppose κi,κj ∈ Kp so that we may consider the first case of Eq. (3.127). Equating

the top-left blocks of the matrices on either side, we obtain

∑
κl∈Kp

[
r̄†(κl,κi)r̄(κl,κj) + t̄†(κl,κi)t̄(κl,κj)

]
= δijI3. (3.128)

Equations involving the reduced matrices can be extracted by pre-multiplying and

post-multiplying both sides by different combinations of the basis vectors eθ and

eφ. First, note that since ek(κ,±γ), eθ(κ,±γ) and eφ(κ,±γ) form an orthonormal

basis of C3, we have [233]

eke
T
k + eθe

T
θ + eφe

T
φ = I3. (3.129)

This means that multiplying any matrix by the combination of vectors on the left

hand side of Eq. (3.129) leaves the matrix unchanged. Inserting this combination of

vectors in between the matrix products in Eq. (3.128), pre-multiplying the equation
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by eT
θ (κi, γi) and post-multiplying the equation by eθ(κj, γj) yields

eT
θ

∑
κl∈Kp

[
r̄†(κl,κi)

[
eθe

T
θ + eφe

T
φ

]
r̄(κl,κj)

+t̄†(κl,κi)
[
eθe

T
θ + eφe

T
φ

]
t̄(κl,κj)

]
eθ = δij.

(3.130)

It is important to remember that the basis vectors inserted between the reflection

and transmission matrices in Eq. (3.130) are not the same. Those between the

transmission matrices are of the form eθ(κ, γ), while those between the reflection

matrices are of the form eθ(κ,−γ), since reflected waves propagate to the left. Note

also that all terms involving either ek or eT
k vanish, as discussed in Section 3.3.1.

The left hand side of Eq. (3.130) consists of eight bilinear forms, each of which can

be simplified separately. For example, the first part of the first term in the sum in

Eq. (3.130) can be shown to be

eT
θ (κi, γi)r̄

†(κl,κi)eθ(κl,−γl) = r̄∗(l,i)θθ, (3.131)

by making use the fact that e†θ = eT
θ for propagating waves. Simplifying all terms

in Eq. (3.130) in a similar way gives

∑
κl∈Kp

[
r̄∗(l,i)θθr̄(l,j)θθ + r̄∗(l,i)φθr̄(l,j)φθ + t̄∗(l,i)θθ t̄(l,j)θθ + t̄∗(l,i)φθ t̄(l,j)φθ

]
= δij (3.132)

Considering Eq. (3.132), it can be seen that the left hand side is the inner product of

two columns of S̄. Therefore, the equation effectively states that the inner product

of a column with itself is unity, while the product of a column with another column

is zero. A similar analysis can be applied to all other blocks of S̄ and incident

and outgoing polarisation states, resulting in a large system of equations that is

ultimately equivalent to the single matrix equation

S̄†ppS̄pp = I8Np+4. (3.133)

Eq. (3.133) is the classic result that a scattering matrix for a system that conserves
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energy and only contains propagating modes is unitary.

It is interesting to consider what happens to Eq. (3.133) if energy conservation

is relaxed. To gain physical intuition, it is helpful to consider the so-called polar

decomposition of the scattering matrix, which is given by [7]

S̄pp =

U O

O V

−√ρ √
τ

√
τ
√
ρ

U′ O

O V′

 , (3.134)

where τ and ρ are diagonal matrices containing the eigenvalues of t†t and r†r re-

spectively and U, U′, V and V′ are unitary matrices. Essentially, Eq. (3.134) comes

from taking the singular value decomposition of each block of S̄pp and separating

out the different matrix factors. In the case that energy is conserved, it follows

from unitarity that ρ + τ = I. Physically, this constraint enforces the fact that, if,

for example, the scattering medium is illuminated by a plane wave incident upon

the left face of the medium, then the difference in energy carried by the incident

and transmitted fields must be accounted for by the reflected field. In the extreme

case that no light is reflected by the scattering medium, we have τ = I and the

transmission matrix becomes unitary.

Suppose now that the scattering medium absorbs light. Intuitively, one would

expect that the total energy carried by the transmitted and reflected fields would

be less than that carried by the incident field, the difference being accounted for by

absorption. In this case we would have ρ+τ ≺ I, where the notation A ≺ B means

that A−B is negative definite. Since ρ and τ are diagonal matrices, however, this

simply means that each element of ρ + τ is less than unity. Similar considerations

carry over to the entire scattering matrix. For an absorbing medium we would

expect the scattering matrix to be ‘sub-unitary’, i.e. S̄†ppS̄pp ≺ I. If, on the other

hand, there were gain within the medium, we may instead expect that the scattering

matrix is ‘super-unitary’, i.e. S̄†ppS̄pp � I, which means that S̄†ppS̄pp − I is positive

definite. For completion, if there were a combination of absorption and gain so that

some modes were absorbed and others received gain, we may expect a distribution

of eigenvalues of S̄†ppS̄pp where some exceed one and others are less than one, so that

all that could be said is that S̄†ppS̄pp 6= I.

The other three cases for κi and κj in Eq. (3.127) can be treated similarly. After
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more algebra, we obtain the equations

S̄†ppS̄pe = iS̄†ep, (3.135)

S̄†peS̄pe = i(S̄†ee − S̄ee). (3.136)

Introducing now the matrices Ip = diag(I8Np+4,O8Ne) and Ie = diag(O8Np+4, I8Ne),

Eqs. (3.133)-(3.136) can be combined into the single equation

S̄†IpS̄ = Ip + i(S̄†Ie − IeS̄), (3.137)

which is the most general form of energy conservation for the scattering matrix. Our

result is consistent with Ref. [234], in which energy conservation is examined in the

context of a generalised optical theorem.

Consideration of Eq. (3.136) reveals some of the peculiarities of evanescent

waves. Suppose for example that the field incident upon the scattering medium

consists of a single evanescent component that decays towards the medium and is

polarised parallel to one of the basis states (e.g. eφ). Examining the on-diagonal

elements of the matrices on either side of Eq. (3.136), it can be seen that the total

energy radiated away from the medium by propagating waves is intimately tied to the

reflected evanescent wave whose transverse wavevector is equal to that of the incident

wave, but which decays away from the medium (in particular, the imaginary part of

its scattering amplitude). If, due to scattering, there are any outgoing propagating

waves, then this reflected evanescent wave must also be present. Conversely, if

this reflected evanescent wave is not present, then there cannot be any outgoing

propagating waves, neither in reflection nor transmission.

Deriving the energy conservation constraint for the discrete transfer matrix in-

volves essentially the same type of mathematical steps as were performed for the

scattering matrix. By discretising Eq. (3.44) and converting to normalised matrices,
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3.3 Discrete scattering and transfer matrices

one can obtain∑
κl∈Kp

M̄†(κl,κi)Σ
z
3M̄(κl,κj)

+
∑

κl∈Ke

M̄†(κl,κi)Σ
y
3M̄(κl,κj) =


δijΣ

z
3 if κi ∈ Kp, κj ∈ Kp,

δijΣ
y
3 if κi ∈ Ke, κj ∈ Ke,

O6 otherwise,

(3.138)

which, after a case analysis, leads to the set of equations

M̄†
ppΣ

z
4Np+2M̄pp + M̄†

epΣ
y
4Ne

M̄ep = Σz
4Np+2, (3.139)

M̄†
ppΣ

z
4Np+2M̄pe + M̄†

epΣ
y
4Ne

M̄ee = O, (3.140)

M̄†
peΣ

z
4Np+2M̄pe + M̄†

eeΣ
y
4Ne

M̄ee = Σy
4Ne

, (3.141)

where the zero matrix in Eq. (3.140) is of size (4Np+2)×4Ne. Eqs. (3.139)-(3.141)

can be combined into the single equation

M̄†ΩM̄ = Ω, (3.142)

where Ω = diag(Σz
4Np+2,Σ

y
4Ne

). Eq. (3.142) therefore represents conservation of

energy for the discrete transfer matrix.

3.3.3 Reciprocity and time reversal symmetry

As discussed previously, when energy is conserved, reciprocity and time reversal

symmetry are equivalent. Taking this to be the case, in this section we shall hence-

forth refer to both conditions as ‘reciprocity’ for simplicity. We begin by deriving the

reciprocity constraint for the discrete scattering matrix. Note that for the contin-

uous scattering matrix reciprocity (Eq. (3.54)) is a considerably simpler constraint

than time reversal symmetry (Eq. (3.75)), particularly as it does not involve an

integral.

Once again, making the replacements κ → κj, κ
′ → κi and multiplying Eq.
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Chapter 3: Scattering and transfer matrices

(3.54) by
√
wiwj/(|γi||γj|) yields

S̄(κj,κi) =

S̄T(−κi,−κj) if κi,κj ∈ Kp or κi,κj ∈ Ke

iS̄T(−κi,−κj) otherwise
(3.143)

Let us consider first the case where κi,κj ∈ Kp. As in the previous section, we

again equate different blocks of Eq. (3.143) separately. Comparing top-left blocks,

we have

r̄(κj,κi) = r̄(−κi,−κj). (3.144)

If we pre-multiply Eq. (3.144) by eT
θ (κj,−γj) and post-multiply by eθ(κi, γi), the

left hand side becomes r(j,i)θθ and the right hand side, after a bit of manipulation,

becomes r(−i,−j)θθ. Repeating this for all four combinations of eθ and eφ, we obtain

r̄(j,i)θθ = r̄(−i,−j)θθ, , (3.145)

r̄(j,i)θφ = −r̄(−i,−j)φθ, (3.146)

r̄(j,i)φθ = −r̄(−i,−j)θφ, (3.147)

r̄(j,i)φφ = r̄(−i,−j)φφ. (3.148)

Eqs. (3.145)-(3.148) are equivalent to the single matrix relation

r̄(j,i) = r̄R
(−i,−j), (3.149)

where we have introduced the reciprocal operator R, which we define such that if

[A]mn is the (m,n) element of the matrix A, then

[AR]mn = [A]nm(−1)m+n. (3.150)

This particular symmetry of the reflection matrix is a well-known result in scattering

theory and is sometimes referred to as the backscattering theorem [28]. The operator

R has also been discussed previously in the context of Jones matrices for stacks of

plane parallel plates [235].
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3.3 Discrete scattering and transfer matrices

By now carefully considering the structure of the matrix r̄pp, it follows from Eq.

(3.149) that

r̄pp = σpr̄
R
ppσp. (3.151)

Letting

Jn =


0 1

...

1 0

 (3.152)

be the n× n exchange matrix, i.e. the matrix with n ones on its anti-diagonal and

zeroes elsewhere, σp is defined as

σp = J2Np+1 ⊗ I2 =


O I2

...

I2 O

 , (3.153)

which contains 2Np + 1 copies of the 2× 2 identity matrix on its anti-diagonal. The

effect of multiplying a matrix on either side by σp is to reflect the positions of all 2×2

sub-matrices horizontally and vertically about the central rows and columns of the

matrix, but to leave the sub-matrices themselves unchanged. This is necessary so

that Eq. (3.151) correctly equates sub-matrices of r̄pp that are related by an inversion

of transverse wavevectors. We point out that this particular form of Eq. (3.151) is,

to some extent, an artefact of the way in which the modes are ordered in Kp. Of

course, given some different ordering, a different transformation would be required

to achieve the equivalent of matching inverse wavevector pairs. In any case, different

versions of these equations will always be related by unitary transformations, and

the basic forms of the equations will remain unchanged. Considering the other

sub-matrices of S̄, we find

t̄pp = σpt̄
′R
ppσp, (3.154)

r̄′pp = σpr̄
′R
ppσp, (3.155)
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which can be combined into the single equation

S̄pp = σppS̄
R
ppσpp, (3.156)

where σpp = I2 ⊗ σp = I2 ⊗ J2Np+1 ⊗ I2. If we similarly introduce σee =

I2 ⊗ J2Ne ⊗ I2, we can further derive

S̄pe = σppiS̄
R
epσee, (3.157)

S̄ee = σeeS̄
R
eeσee. (3.158)

Finally, Eqs. (3.156)-(3.158) can be combined into the single equation

S̄ = ω′∗S̄Rω′, (3.159)

ω′ =

I2 ⊗ J2Np+1 ⊗ I2 O

O iI2 ⊗ J2Ne ⊗ I2

 . (3.160)

Eq. (3.159) thus expresses reciprocity for the scattering matrix.

It is worth pointing out that the effect of the reciprocal operator R can also be

achieved using a combination of the matrix transpose and multiplication by a fixed

matrix that intersperses negative signs in appropriate positions within the scattering

matrix. In particular, it can be shown for a general matrix A that

AR = KATK, (3.161)

K = I⊗Σz
1, (3.162)

where the size of I is half that of the matrix A. With this in mind, Eq. (3.159) can

be written in the alternate form

S̄ = ω∗S̄Tω, (3.163)

ω =

I2 ⊗ J2Np+1 ⊗Σz
1 O

O iI2 ⊗ J2Ne ⊗Σz
1

 . (3.164)

Reciprocity for the transfer matrix can be derived mostly simply by beginning
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3.3 Discrete scattering and transfer matrices

with time reversal invariance for the continuous transfer matrix (Eq. (3.76)), which

is notably simpler than the reciprocity constraint (Eq. (3.61)). Once again, we

perform similar steps to those taken in the scattering matrix derivation, eventually

arriving at the equations

M̄pp = σxppM̄
†R
ppσ

x
pp, (3.165)

M̄pe = σxppM̄
†R
peσee, (3.166)

M̄ep = σeeM̄
†R
epσ

x
pp, (3.167)

M̄ee = σeeM̄
†R
ppσee, (3.168)

where

σxpp = Σx
4Np+2σpp = (Σx

1 ⊗ I4Np+2)(I2 ⊗ J2Np+1 ⊗ I2) = Σx
1 ⊗ J2Np+1 ⊗ I2. (3.169)

The final equality in Eq. (3.169) follows from the identity

(A⊗B)(C⊗D) = (AC)⊗ (BD). (3.170)

Eqs. (3.165)-(3.168) can be combined into the single equation

M̄ = η′M̄†Rη′, (3.171)

η′ =

Σx
1 ⊗ J2Np+1 ⊗ I2 O

O I2 ⊗ J2Ne ⊗ I2

 . (3.172)

Eq. (3.171) hence embodies reciprocity for the discrete transfer matrix. In light of

the previous discussion regarding the reciprocal operator, Eq. (3.171) can be written

in the alternate form

M̄ = ηM̄∗η, (3.173)

η =

Σx
1 ⊗ J2Np+1 ⊗Σz

1 O

O I2 ⊗ J2Ne ⊗Σz
1

 . (3.174)

99



Chapter 3: Scattering and transfer matrices

3.3.4 Comparison with scalar equations

In this section we briefly compare the derived constraints with those that are more

commonly found in the literature, which are pertinent for the scattering of scalar

waves. In particular, we shall demonstrate that the more commonly presented equa-

tions follow from the general results derived here as special cases. From Refs.

[3, 7, 236, 237] and others we see that, for a system that conserves energy and

and is reciprocal/time reversal invariant, the matrices S̄ and M̄ obey the equations

S̄S̄† = I, (3.175)

S̄T = S̄, (3.176)

M̄†ΣzM̄ = Σz, (3.177)

ΣxM̄Σx = M̄∗, (3.178)

where I,Σx and Σz are of the appropriate size. It is interesting to contrast these

equations with those derived in this chapter for S̄pp and M̄pp, which are given by

(dropping subscripts for brevity)

S̄S̄† = I, (3.179)

[I⊗ J⊗Σz]S̄T[I⊗ J⊗Σz] = S̄, (3.180)

M̄†ΣzM̄ = Σz, (3.181)

[Σx ⊗ J⊗Σz]M̄[Σx ⊗ J⊗Σz] = M̄∗. (3.182)

Though the conservation of energy constraints are equivalent, there are obvious

differences between the reciprocity constraints, which is a result of the intricate

block structure of our matrices.

Eqs. (3.175)-(3.178) are valid for scalar waves. A scalar wave formalism is

appropriate when there is no change in polarisation state induced by the scattering

medium. For this to be the case within the formalism outlined in this chapter, it is

necessary for the off-diagonal elements of each 2× 2 sub-matrix within S̄ and M̄ to

be zero. In this case, the Σz
1 terms appearing at the end of the Kronecker products

in Eqs. (3.180) and (3.182) no longer play a role and can be discarded. Of course,
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3.4 Algebraic properties of transfer matrices

this would mean that the sizes of the scattering and transfer matrices would halve.

Eqs. (3.175)-(3.178) are valid in situations for which each mode has a wavevector

with a unique z component. In other words, there are no two modes whose wavevec-

tors have the same z components, but different transverse components. What is

especially relevant for the comparison being made here is that such models make

no distinction between the two modes with wavevectors (κ, γ)T and (−κ, γ)T. If

this were enforced within the formalism presented in this chapter, all transverse

wavevectors in the sets defined in Eqs. (3.78) and (3.79) containing a minus sign

would become extraneous and could be removed. Moreover, the use of the exchange

matrices J in Eqs. (3.180) and (3.182) to correctly associate sub-matrices of S̄

and M̄ that describe scattering between modes with inverse transverse wavevectors

would no longer be necessary and, after removing degenerate transverse wavevec-

tors from K, the exchange matrices appearing in Eqs. (3.164) and (3.174) would be

replaced by identity matrices of the appropriate size.

Overall, the factors multiplying S̄T in Eq. (3.180) would reduce to identity

matrices, thus recovering Eq. (3.176). Similarly, the factors multiplying M̄T in

Eq. (3.182) would reduce to Σx, and the equation would hence coincide with Eq.

(3.178). Thus, we see that the equations commonly seen in the literature are special

cases of the more general results presented here.

3.4 Algebraic properties of transfer matrices

In this section we shall examine in more detail some of the mathematical conse-

quences of these constraints imposed upon the transfer matrix. In particular, we

shall show that the transfer matrices form a matrix Lie group and derive the al-

gebraic properties of its corresponding Lie algebra. These algebraic properties will

allow for a novel matrix parametrisation that will be important in Chapter 6, where

it will be used to randomly generate transfer matrices for numerical simulations of

random scattering media.
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Chapter 3: Scattering and transfer matrices

3.4.1 Group structure

We shall now demonstrate that the transfer matrices, under the constraints of energy

conservation and reciprocity, form a matrix Lie group, which can be achieved by

showing that the transfer matrices are a closed subgroup of the general linear group,

i.e. the set of invertible matrices [238]. We note that, by the form of Eqs. (3.142)

and (3.171), there are clear parallels between our transfer matrices and so-called

‘pseudounitary’ group SU(N,N), which is isomorphic to the symplectic group [236].

The constant matrices appearing in our equations, however, are different to those

in the classical group definitions.

Suppose that the set of transfer matrices satisfying Eqs. (3.142) and (3.171) is

denoted by G. For convenience, these equations are M̄†ΩM̄ = Ω and M̄ = ηM̄∗η,

which we shall temporarily refer to as (1) and (2) respectively. First, using the

fact that η2 = I, it is trivial to see that both equations are satisfied by M̄ = I

and hence I ∈ G. Physically, the identity matrix describes a medium that causes

no change in amplitude, phase or polarisation state, such as would be the case if

no scatterers were present, or if the slab had zero thickness. Taking determinants

of both equations yields | det(M̄)|2 = 1 and det(M̄) = det(M̄)∗, from which it

follows that det(M̄) = ±1. In fact, more sophisticated algebraic arguments [239]

show that det(M̄) = 1, although in any case it is clear that det(M̄) 6= 0 and

thus M̄ is invertible. Now, starting from (1), pre-multiplication by (M̄†)−1 and

post-multiplication by M̄−1 yields Ω = (M̄†)−1ΩM̄−1 = (M̄−1)†ΩM̄−1, showing

that M̄−1 satisfies (1). A similar argument shows that M̄−1 satisfies (2) and hence

M̄−1 ∈ G.

It remains to show that G is closed under matrix multiplication. Let M̄1 and

M̄2 be any two matrices satisfying (1). Then

(M̄1M̄2)†ΩM̄1M̄2 = M̄†
2(M̄†

1ΩM̄1)M̄2 = M̄†
2ΩM̄2 = Ω, (3.183)

and thus the product M̄1M̄2 satisfies (1). Similarly, if M̄1 and M̄2 satisfy (2), then

ηM̄∗
1M̄

∗
2η = ηM̄∗

1ηηM̄∗
2η = M̄1M̄2, (3.184)
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which shows that M̄1M̄2 satisfies (2). Thus we see that G is closed under multi-

plication, which, combined with the previous properties, shows that G is indeed a

closed subgroup of the general linear group and is hence a matrix Lie group.

We finish this section by noting that, when considering only propagating waves,

energy conservation alone restricts the set of scattering matrices to be the unitary

group. Reciprocity, however, which requires scattering matrices to be symmetric,

destroys this group structure with respect to standard matrix multiplication. This

can be seen by noting that the set of symmetric, unitary matrices is not closed under

multiplication, since

(S1S2)T = ST
2 ST

1 = S2S1 6= S1S2. (3.185)

One can, however, define a composition operator for scattering matrices, such as that

which appears later in Eq. (6.23), with respect to which the scattering matrices are

a closed set.

3.4.2 Differential transfer matrix

Associated with the group of transfer matrices G is the corresponding Lie algebra

g. For our purposes, this can be thought of as the set of matrices whose matrix

exponentials yield transfer matrices. Thus, if ε ∈ g, then exp(ε) ∈ G, where the

matrix exponential is defined as

exp(A) =
∞∑
n=0

1

n!
An = I + A +

1

2
A2 + . . . . (3.186)

Suppose that the matrix A is in some sense close to the zero matrix. More formally,

we may have that ||A|| � δ for some matrix norm, where δ � 1 is some small

quantity. Then, since ||An|| ≤ ||A||n ≤ δn, which becomes vanishing small for large

n, large powers of A become increasingly negligible and the series can be truncated

to give

M̄ = exp(ε) ≈ I + ε. (3.187)
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In this limit, the matrix ε can thus be thought of as a small perturbation of the

transfer matrix from the identity matrix. Physically, ε thus describes the effect of a

weak scattering medium, such as a thin slab containing weakly scattering particles.

Elements of Lie algebras are sometimes referred to as infinitesimal generators. We

shall however refer to ε as a ‘differential transfer matrix’, in accordance with the

differential Jones and Mueller matrices in the polarisation literature [240].

The differential transfer matrices have their own set of constraints enforced by

the energy conservation, reciprocity and time reversal symmetry. Fortunately, these

can be derived rather readily from the symmetries of the transfer matrix. Writing

M̄ = exp(ε), energy conservation becomes

Ω exp(ε)Ω = [exp(ε)]−1. (3.188)

Now, using the facts that Ω = Ω−1, Ω exp(ε)Ω = exp(ΩεΩ) and [exp(ε)]−1 =

exp(−ε) [238], Eq. (3.188) becomes

−ε† = ΩεΩ. (3.189)

Similar calculations show that ε also satisfies the same reciprocity relation as the

transfer matrix, i.e.

ε = ηε∗η. (3.190)

Suppose now that ε has block structure

ε =

εpp εpe

εep εee

 =


εppα εppβ εpeα εpeβ

εppγ εppδ εpeγ εpeδ

εepα εepβ εeeα εeeβ

εepγ εepδ εeeγ εeeδ

 , (3.191)

where, as before p and e refer to propagating and evanescent waves. Expanding

Eqs. (3.189) and (3.190) into their block forms and equating different blocks, we
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find after some algebra that the blocks of ε can be written as

εpp =

 εppα εppβ

εpp†β (Jp ⊗Σz
1)εpp∗α (Jp ⊗Σz

1)

 , (3.192)

εpe =

 εpeα εpeβ

(Jp ⊗Σz
1)εpe∗α (Je ⊗Σz

1) (Jp ⊗Σz
1)εpe∗β (Je ⊗Σz

1)

 , (3.193)

εep =

 iεpe†β −i(Je ⊗Σz
1)εpeTβ (Jp ⊗Σz

1)

−iεpe†α i(Je ⊗Σz
1)εpeTα (Jp ⊗Σz

1)

 , (3.194)

εee =

εeeα εeeβ

εeeγ −εee†α

 , (3.195)

where Jp = J2Np+1 and Je = J2Ne . We see that only 7 of the 16 sub-blocks,

namely εppα , ε
pp
β , ε

pe
α , ε

pe
β , ε

ee
α , ε

ee
β and εeeγ are independent. Furthermore, these sub-

blocks satisfy the equations

εpp†α = −εppα , (3.196)

εppβ = (Jp ⊗Σz
1)εppTβ (Jp ⊗Σz

1), (3.197)

εee†β = εeeβ , (3.198)

εee†γ = εeeγ , (3.199)

εeeα = (Je ⊗Σz
1)εee∗α (Je ⊗Σz

1), (3.200)

εeeβ = (Je ⊗Σz
1)εee∗β (Je ⊗Σz

1), (3.201)

εeeγ = (Je ⊗Σz
1)εee∗γ (Je ⊗Σz

1). (3.202)

The differential transfer matrix gives a convenient parametrisation of the scat-

tering and transfer matrices. By choosing elements of ε that satisfy the symmetry

constraints, one can generate a transfer and scattering matrix satisfying their cor-

responding symmetry constraints by taking the matrix exponential. This may be

useful, as parametrisations that satisfy the symmetries of the scattering and transfer

matrices are relatively difficult to construct. Unitary of S̄pp, for example, consists

of a large system of quadratic equations, from which it is difficult to extract a set

of independent elements from which the rest of the matrix elements can be found.
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The Lie algebra g, however, is a vector space, and a matrix ε is therefore easy to

construct by choosing a basis over this space. For example, inspecting Eq. (3.196)

it can be seen that εppα is skew-Hermitian, which is an easy condition to fulfil by

specifying elements either above or below (and on) the main diagonal. The other

blocks of ε have similar lines of symmetry that are easy to work with. Of course,

physical theories about scattering are generally expressed in terms of the scattering

matrix, whose elements are the most physically intuitive. In order to choose mean-

ingful values for ε, it is thus necessary to know how its elements relate to those

of the scattering matrix. In general, the relation between M̄ and ε is opaque due

to the nature of the matrix exponential. In the limit of a thin, weakly scattering

medium, however, it was seen that ε can be interpreted as a small perturbation to

the transfer matrix. In this regime a simple connection can be made between ε and

S̄, which will be explored in more detail in Chapter 6.

3.5 Conclusion

To conclude, in this chapter we have introduced the scattering and transfer matrices

for an arbitrary scattering medium confined to a region of space with slab geometry.

The scattering and transfer matrices are defined with respect to spectra of vecto-

rial plane waves containing both propagating and evanescent components. We have

derived the constraints imposed upon these matrices by energy conservation, reci-

procity and time reversal symmetry. We have demonstrated that these constraints

are generalisations of the more familiar constraints presented in the literature and

that the latter follow as limiting cases to those presented here.

The results derived in this chapter will be particularly important in Chapter 6,

where we discuss in detail a simulation technique for generating random scattering

matrices of realistic scattering media. Before this, however, we first explore the

application of random matrix theory to the scattering matrix, which is the subject

of the next chapter.
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Random matrix theory

Having introduced the scattering and transfer matrix formalisms, we are now

ready to discuss random matrix theory. In Chapter 3, we saw that the elements of

the scattering matrix relate the amplitudes, phases and polarisation states of waves

that impinge upon a scattering medium and those that emerge from it. In order

to actually determine the numerical values of these elements, a physical theory is

needed for the scattering medium, which can be given, for example, in terms of

the permittivity function ε. Once such a theory has been established, the elements

of the scattering matrix can in principle be calculated using one of the methods

presented in Chapter 2. In a random medium, however, ε is a random function of

its spatial coordinates whose values may vary unpredictably from one point in space

to another, as well as between different realisations of scattering media at a fixed

point in space.

Analytic theories for scattering media described by random permittivity func-

tions have been pursued for a long time, both for continuous and discrete random

media. In continuous media, where there is no notion of a discrete scatterer, ε

may vary continuously throughout all of space. For such media, one of the simplest

models for ε is a Gaussian stationary random process [241]. Gaussian statistics are,

when possible, preferable, as high order statistical moments of ε can be expanded

in terms of two-point correlation functions using Isserlis’s theorem [242]. The mean

and covariance of the total electric field can be found by solving the Dyson and
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Bethe-Salpeter equations respectively [243]. Although these equations are exact,

they require approximations to yield analytic solutions, which limits their practical

utility [244]. In statistical models for discrete scattering media, instead of specifying

the statistics of ε, it is typical to give a probability distribution for the positions

and properties of the particles within the medium. A similar pair of equations that

govern the mean and covariance of the electric field can then be derived under the as-

sumption that the positions of the particles are uncorrelated [245]. These equations,

however, come with the same difficulties as in the continuous case.

Instead of trying to calculate the statistical properties of the scattering matrix

elements from a more fundamental theory, random matrix theory proposes a statis-

tical model for the scattering matrix directly, often on the basis of more universal

considerations. In random matrix theory, one begins by proposing a joint probability

distribution p for the elements of the scattering matrix. Given such a distribution,

the statistics of the transport properties of the corresponding ensemble of scattering

media, which are often expressible in terms of the eigenvalues of different blocks of

the scattering matrix, can be analysed [7]. If such an approach is possible, it renders

statistical analysis relatively simple and computationally quick, as once p is known

there is no need for any further physical modelling or electromagnetic simulations.

Rather, a generic instance of a certain class of random media can be studied by

simply generating a random scattering matrix from the distribution defined by p.

Transport properties of random media may be derivable analytically from the func-

tional form of p, but even if this is not the case, statistical quantities of interest can

be approximated numerically by averaging over a large enough number of scattering

matrix samples.

The obvious challenge faced by random matrix theory in physics is to give a rea-

sonable choice for the function p that accurately corresponds to a physical system.

Indeed, it is not immediately obvious that this problem is any simpler than deriving

the properties of the scattering matrix from a more fundamental physical theory.

As discussed in Chapter 2, however, it is known by random phasor arguments that,

under rather general conditions, certain aspects of the scattered field follows rel-

atively simple Gaussian statistics due to a central limit theorem. It is therefore

not unreasonable to suppose that the scattering matrix may also exhibit universal
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statistical properties, at least in certain scattering regimes. It should be kept in

mind, of course, that the scattering matrix is constrained by the various symme-

tries discussed in Chapter 3, and such constraints must therefore be respected by

probabilistic models.

In this chapter we shall examine one of the simplest random matrix models,

namely the circular ensembles, and explore their ramifications for the statistical

properties of scattered polarised light. We shall begin by presenting some of the

theoretical aspects of the circular ensembles at a level of detail that will be suffi-

cient for subsequent calculations. We will then examine the joint statistics of the

elements of matrices drawn from these ensembles and the statistics of diattenuation

and retardance associated with different matrix blocks: two important polarimetric

quantities that shall be defined more carefully shortly. The results in this chapter

can be thought of as establishing a baseline for the ability of classical random ma-

trix theory to model the scattering of polarised light. As shall be seen, these models

are highly limited, and in later chapters we will present a more advanced statistical

approach that will correspond more accurately to realistic scattering media. Results

derived from the circular ensembles, however, will be seen to correspond to limiting

statistics of more advanced models, and are therefore still of value. This will be

explored in more detail in Chapter 6.

The results presented in this chapter is novel and were recently presented in the

literature in Ref. [246].

4.1 Circular ensembles

Random matrix theory was first introduced into physics by Wigner to model the

distributions of energy levels of heavy atomic elements [10]. In quantum physics, the

energy levels of a system correspond to the eigenvalues of the Hamiltonian operator,

which operates in an infinite dimensional Hilbert space. For practical reasons, this

operator is truncated to a large, but finite dimensional matrix H. It was postulated

that the properties of atomic spectral lines, such as their mean spacing and density

per unit energy interval, corresponded to the statistical properties of the eigenvalues

of H. Since there is no practical way to determine the precise form of H for a complex
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atomic nucleus, it was instead necessary to model H probabilistically. Symmetry

considerations reveal that H is a real, symmetric matrix, and several probabilistic

models obeying these constraints were proposed [247]. These include, for example,

the the Wishart distribution, where H = AAT for a random matrix A with real,

independent Gaussian entries, and the Gaussian orthogonal ensemble, where H is

instead generated from H = (A + AT)/2 [248]. One interesting aspect of random

matrix theory is that for sufficiently large matrices, similar statistical properties tend

to be observed irrespective of the underlying probability distribution. For example,

the joint eigenvalue density of a symmetric or Hermitian matrix with identically

distributed, independent entries, when properly normalised, is known to follow the

semi-circle law, regardless of the distribution of the matrix elements [249]. This

universal aspect of random matrix theory suggests that certain statistical features

of random systems may be common to broad classes of problems, and may partly

explain why random matrix theory has found application in such a wide range of

disciplines, including for example RNA folding [250], complex networks [251] and

the study of the zeros of the Riemann zeta function [252].

While the Gaussian orthogonal ensemble and the closely related Gaussian unitary

and Gaussian symplectic ensembles are appropriate for modelling Hamiltonians, the

matrices do not possess the correct symmetries to model the scattering matrix. A

corresponding collection of ensembles appropriate for this task, known as the circular

ensembles, was introduced by Dyson, again in the context of quantum physics [253,

254, 255]. Specifically, the circular ensembles model random unitary matrices, and

are thus appropriate for far field scattering matrices satisfying energy conservation.

Using the notation of Chapter 3, the circular ensembles model the matrix S̄pp, which

in this chapter we shall simply refer to as S for simplicity.

4.1.1 Preliminaries

The simplest of the circular ensembles is the circular unitary ensemble, which can

be thought of as a uniform distribution over the unitary group. More rigorously,

since the set of unitary matrices is a compact group, it is possible to establish a

volume form on the unitary group that defines a corresponding uniform measure

[256]. In this chapter we shall adopt similar notation to Ref. [256], so that for a
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matrix X, dX denotes the corresponding matrix of differentials and (dX) denotes

the wedge product of the independent elements of dX, which defines a volume form.

The form (dX) can be thought of as an infinitesimal volume within the appropriate

ensemble of matrices centred on the matrix X. Given a way of defining volumes

in matrix spaces, one can imagine the probability of sampling a matrix from some

small subset of the ensemble as being the ratio of the volume of the subset to the

volume of the entire matrix ensemble. This intuitive understanding can be made

rigorous using measure theory.

With the preceding considerations in mind, the circular unitary ensemble is de-

fined to be the group of unitary matrices, whose elements shall be denoted by U,

endowed with the special volume form (dHU), known as the Haar form, which is

required to satisfy

(dHU) = (dHUV) = (dHVU) (4.1)

for any fixed unitary matrix V. Roughly speaking, Eq. (4.1) implies that the

probability of sampling a particular unitary matrix is invariant under left and right

multiplication by any other fixed matrix, and it is in this sense that the resulting

probability distribution is uniform. By the nature of the uniform probability dis-

tribution, matrices drawn from the the circular unitary ensemble, in some sense,

describe an isotropic ensemble of scattering media. Of course, individual matrix re-

alisations will possess anisotropic scattering amplitudes due to random fluctuations

in the values of the matrix elements. Viewing the ensemble of scattering matrices

as a whole, however, all matrix elements are treated on an equal basis and there is

no ensemble-wide preference for scattering into any particular channel.

The circular ensemble appropriate for unitary symmetric matrices is known as

the circular orthogonal ensemble. Since matrix symmetry is equivalent to reciprocity

in the case of scalar waves, as described in Eq. (3.176), this random matrix ensemble

is able to describe random scattering media that obey both energy conservation and

reciprocity. Unitary symmetric matrices do not comprise a group, and the invariance

property of the corresponding volume form must be modified. The simplest way to

approach this problem is to note that every unitary symmetric matrix S admits the
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decomposition

S = UTU, (4.2)

for some unitary matrix U [10]. The circular orthogonal ensemble can therefore be

constructively defined by first sampling U from the circular unitary ensemble and

then computing S from Eq. (4.2). While this construction satisfies the reciprocity

symmetry for scalar waves, the circular orthogonal ensemble can also be used to

generate matrices obeying the corresponding reciprocity symmetry for polarised light

given by Eq. (3.163). As a reminder, the polarisation reciprocity relation is of the

form S = KSTK, where K = I ⊗ T ⊗ Σz. Since K2 = I and K = KT, we have

KS = STK = (KS)T, and so KS is symmetric. Therefore, a scattering matrix S

can be generated by first sampling S′ = KS from the circular orthogonal ensemble,

after which S can be obtained using S = KS′. By considering the structure of K,

it is possible to see that multiplying a matrix by K is equivalent to performing a

signed permutation of the matrix elements, which does not lead to an important

difference in statistics between S and S′. It is also worth noting that the circular

orthogonal ensemble is known to be the ensemble appropriate for the scattering of

spin one particles: a class to which the photon belongs [257].

In order to study the polarisation statistics of matrices drawn from the circular

orthogonal ensemble, we shall consider the joint statistics of elements lying within

2 × 2 blocks of S, which, as discussed in Chapter 3, describe the scattering from

one plane wave component to another. We shall henceforth refer to such a block

by T, which can be interpreted as a generalised Jones matrix. Due to reciprocity,

blocks that lie on the anti-diagonals of the reflection matrices satisfy the symmetry

property T = TR, which is equivalent to the condition T12 = −T21. These blocks

describe backscattering in the direction opposite to the incident wavevector and,

due to their symmetry, have different statistical propreties to other Jones matrices

located elsewhere within the scattering matrix. To keep track of which type of

block is being considered, we shall introduce the parameter α, where α = 1 for the

aforementioned back-scattering blocks and α = 2 for all other blocks.

The statistical moments of elements of matrices drawn from the circular orthog-

112



4.1 Circular ensembles

onal ensemble are well known [258]. For the matrix T, we have

〈Tij〉 = 0, (4.3)

for 1 ≤ i, j ≤ 2, independent of α. In addition, we have [258]

〈TijT ∗kl〉 =


δikδjl(1+2δij)−δilδjk

N+1
if α = 1,

δikδjl
N+1

if α = 2,
(4.4)

where N is the size of the scattering matrix. The averages in Eq. (4.4) are taken

over the circular orthogonal ensemble, i.e. they are integrated over the ensemble

with respect to the measure induced by the Haar form. Consider for example the

simple case i = j = k = l = 1, which corresponds to looking at the statistics

of the top-left element of T. The cross-correlations in Eq. (4.4) then become

autocorrelations and we see that 〈|T11|2〉α=1 = 2/(N+1) and 〈|T11|2〉α=2 = 1/(N+1).

The square modulus of a scattering matrix element can be interpreted physically as

the probability of scattering between the pair of modes associated with the matrix

element. Evidently there is a factor of two enhancement in the intensity of waves

scattered in the back-scattering direction opposite to the incident wave, which can

be interpreted physically as a manifestation of the coherent backscattering effect. It

is also noteworthy that if i = k = 1 and j = l = 2, or vice versa, then for off-diagonal

terms we find for both values of α that 〈|T12|2〉 = 〈|T21|2〉 = 1/(N + 1). Since there

are a total of N modes, summing the square moduli of the scattering matrix elements

over a column or row gives a total of one, as expected by energy conservation. The

fact that each element of S away from the backscattering direction has the same

associated scattering probability, namely 1/(N + 1), is a reflection of the isotropy of

the circular ensembles, as previously mentioned.

For each 2 × 2 block T of S, one can define a corresponding ensemble average

Mueller matrix 〈M〉. Each realisation of T has a corresponding Jones-Mueller ma-

trix M [240]. Averaging these Jones-Mueller matrices over the circular orthogonal

ensemble then yields 〈M〉. It follows from Eq. (4.4) that for α = 2, the elements of

T are uncorrelated, which implies that the average Mueller matrix associated with

the ensemble of T matrices is that of a pure depolariser, i.e. 〈M〉 = diag(1, 0, 0, 0).
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Figure 4.1: Histograms of scattered normalised Stokes parameters in the backscattering
direction and a non-backscattering direction for incident x polarised light. Blue and orange
data correspond to the backscattering direction, while green data correspond to a non-
backscattering direction.

It is worth emphasising that, for a given scattering matrix and incident field, the

scattered field is a fully polarised, random polarisation state. The ensemble aver-

age Stokes vector of the scattered field, however, is that of fully depolarised light,

irrespective of the incident field. In fact, numerical analysis suggests that, for any

incident polarisation state, the polarisation states of the scattered field for different

scattering matrix realisations are distributed uniformly over the Poincaré sphere.

For α = 1, it can instead be shown that 〈M〉 = diag(1, 1/3,−1/3, 1/3). In this

case, the average Mueller matrix corresponds to a partial depolariser, which reduces

the degree of polarisation of any fully polarised incident state to 1/3. The reten-

tion of some degree of polarisation can be understood by noting that, as previously

shown, the squared absolute values of the diagonal elements of T are, on average,

twice as large as those of the off-diagonal terms. These elements correspond to scat-

tering into the same polarisation state as the incident wave, i.e. the co-polarised

channel. There is thus is a preference for the scattered polarisation state to be par-

allel to the incident polarisation state, which results in a non-uniform distribution

of scattered polarisation states. This can be confirmed by numerical tests, which
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show that, for any incident polarisation state, the distribution of the scattered po-

larisation states on the Poincaré sphere peaks at the incident polarisation state,

about which it spreads symmetrically. This behaviour is demonstrated in Figure

4.1, which shows the probability distributions of the scattered Stokes parameters in

the backscattering direction and a non-backscattering direction. In particular, we

show the normalised scattered Stokes parameters, defined by si = Si/S0, for an inci-

dent plane wave polarised in the x direction, i.e. with an incident normalised Stokes

vector of s = (1, 1, 0, 0)T. In the backscattering direction, as described by a diagonal

block of the scattering matrix, the blue curve shows the density for s1, while the

orange curve shows the density for both s2 and s3, which are equal by symmetry.

Collectively, the probability density is highest for s = (1, 1, 0, 0)T, which is equal

to the incident normalised Stokes vector. The green data show the densities of the

scattered Stokes parameters in a non-backscattering direction, which is uniform for

all three components.

4.1.2 Diattenuation and retardance

In assessing the scattering of polarised light, diattenuation and retardance are two

frequently discussed quantities that give a simple description of how the change in

amplitude and phase of an incident wave depends on the incident polarisation state.

Diattenuation and retardance are associated with a Jones matrix and can be defined

using the matrix polar decomposition. Any Jones matrix can be factorised as

T = TRTD, (4.5)

where TD =
√

T†T is a positive semi-definite Hermitian matrix and TR = TT−1
D is

a unitary matrix [259]. T also admits a reverse polar decomposition T = T′DTR,

where T′D =
√

TT†. For our purposes however, either choice of polar decomposition

leads to the same results and we shall hence proceed with that of Eq. (4.5). The
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diattenuation D and retardance R associated with T are defined by

D =
|s2

1 − s2
2|

s2
1 + s2

2

, (4.6)

R = min
(
|θ1 − θ2|, 2π − |θ1 − θ2|

)
, (4.7)

where s1 and s2 are the eigenvalues of TD and exp(iθ1) and exp(iθ2) are the eigen-

values of TR. The expression for retardance in Eq. (4.7) is slightly non-standard,

but ensures that 0 ≤ R ≤ π when θ1 and θ2 are not given any particular order.

The eigenvector of TD with largest eigenvalue, when viewed as a unit vector on the

Poincaré sphere, is known as the diattenuation vector. The diattenuation vector

represents the polarisation state that is maximally transmitted (or reflected) by the

scattering medium for the pair of modes associated with T. Similarly, the eigen-

vector of TR corresponding to the polarisation state that experiences the shortest

phase delay is known as the retardance vector. Since T is random, both D and R

are random variables that follow some pair of probability distributions.

Diattenuation is a measure of the extent to which the transmission (reflection)

of light by a system depends on the incident polarisation state. When D = 0, all

incident polarisation states are transmitted (reflected) equally, and when D = 1, T

is singular and there exists a polarisation state for which the transmission (reflec-

tion) is zero. It should be emphasised that since S is assumed to be unitary, we

are only concerned with scattering-induced diattenuation, rather than polarisation-

dependent absorption. A low scattered intensity in one particular plane wave com-

ponent must be compensated by a larger scattered intensity in another plane wave

component so that energy is conserved overall. Similarly, retardance is a measure

of the extent to which the optical path length of a system depends on the incident

polarisation state.

Diattenuation and retardance may also be defined with respect to Mueller matri-

ces using a corresponding Mueller matrix polar decomposition [260]. If the Mueller

matrix is a Mueller-Jones matrix, the values obtained from the Mueller matrix co-

incide with those from the Jones matrix. If, however, the Mueller matrix is not

a Mueller-Jones matrix, but is instead obtained from averaging some ensemble of

Mueller-Jones matrices, then the resulting diattenuation and retardance values have
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different meanings to their Jones matrix counterparts. While qualitatively similar,

the diattenuation and retardance for an average Mueller matrix apply to the trans-

formation of the ensemble averaged Stokes vector and are therefore fixed values,

rather than random variables. As demonstrated in the previous section, for the

circular orthogonal ensemble the average Mueller matrix takes the form of a pure

depolariser for both values of α, and thus does not exhibit any diattenuation or

retardance.

Let us now consider the statistics of D and R associated with 2 × 2 blocks

of the scattering matrix, as defined in Eqs. (4.6) and (4.7). We found that the

statistics of D and R are independent of whether the scattering matrix symmetry

is of the form S = ST or S = KSTK. For simplicity, we may therefore consider the

former case, such that α = 1 now corresponds to diagonal blocks of S that satisfy

T = TT. For α = 1, the joint probability density function for the elements of T was

derived in Ref. [261]. For α = 2, which corresponds to any arbitrary off-diagonal

Jones matrix, we found numerically that, for large values of N , such matrices are

statistically similar to arbitrary 2×2 blocks of matrices drawn from the circular

unitary ensemble. As shall be demonstrated, this approximation holds reasonably

well even for values as small as N = 12. The probability density function for an

arbitrary 2 × 2 block of a matrix sampled from the circular unitary ensemble has

also been derived analytically, such as in Ref. [262]. Combining these two results,

the probability density function for T is given by (approximately in the case α = 2)

p(T) ∼ [det(I2 −T†T)]α(N−6+α)/2. (4.8)

It is interesting to note that Eq. (4.8) is independent of the choice of polarisation

basis, as it is invariant under the change of basis transformation T→ UTU† for all

2× 2 unitary matrices U.

The polar decomposition is closely related to the singular value decomposition,

in which T is factorised as

T =

UΣUT if α = 1,

VΣW† if α = 2,
(4.9)
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where U,V and W are unitary matrices containing the singular vectors of T and

Σ = diag(s1, s2), which are also the singular values of T [263]. In the case α = 1,

we have used a special version of the singular value decomposition known as the

Autonne-Takagi factorisation, which exploits the symmetry of T [264]. Straight-

forward algebra shows that TD = U∗ΣUT and TR = UUT for α = 1, and

TD = WΣW† and TR = VW† for α = 2. The diattenuation and retardance

vectors are therefore closely related to the singular vectors of T.

In order to derive the statistics of diattenuation and retardance, it will be neces-

sary to express the probability p(T)(dT), in terms of the variables used in Eq. (4.9).

The volume form (dT) is given simply by the product of differentials for each matrix

element. Explicitly, (dT) = dT11dT12dT22 for α = 1 and (dT) = dT11dT12dT21dT22

for α = 2. Changing variables requires computing the Jacobian of the transforma-

tion, which we shall now address.

In the case α = 2, the Jacobian for the singular value decomposition is well

known and is given by [265]∣∣∣∣∣ ∂(T)

∂(Σ,V,W)

∣∣∣∣∣ ∼ s1s2(s2
1 − s2

2)2, (4.10)

where the left hand side denotes the Jacobian determinant. In the case α = 1,

the corresponding Jacobian for the Autonne-Takagi factorisation can be computed

relatively straightforwardly. To begin we note that it can be shown from Eq. (4.1)

that the Haar form is given by [256]

(dHU) ∼ (U†dU). (4.11)

Moreover, by differentiating the unitarity condition U†U = I, we see that

U†dU = −dU†U = −[U†dU]†, (4.12)

which shows that U†dU is a skew-Hermitian matrix. We may thus write U†dU as

U†dU =

 idHU1 dHU2 + idHU3

dHU2 − idHU3 idHU4,

 (4.13)
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where dHU1, dHU2, dHU3 and dHU4 are real valued differentials. Differentiating T =

UΣUT, we find

dT = dUΣUT + UdΣUT + UΣdUT. (4.14)

Pre-multiplying Eq. (4.14) by U† and post-multiplying by U∗ gives

U†dTU∗ = U†dUΣ + ΣdUTU∗ + dΣ

= U†dUΣ + [U†dUΣ]T + dΣ.
(4.15)

Consider now the volume forms associated with each side of Eq. (4.15), which are

obtained by taking wedge products of the independent elements within the matrices

on either side. Since T is symmetric, we need only take the products of elements in

the upper-triangular sections of each matrix. For the left hand side, we make use

of the fact that (U†dTU∗) ∼ (dT) [256]. Explicit calculation shows that the right

hand side of Eq. (4.15) is given by ds1 dHU2(s1 − s2)

−dHU2(s1 − s2) ds2

+ i

 2s1dHU1 dHU3(s1 + s2)

−dHU3(s1 + s2) 2s2dHU4

 .

(4.16)

In order to correctly perform the wedge products, it is necessary take products of

the real and imaginary parts separately and multiply the two results together [266].

Ignoring constant factors in Eq. (4.16), we find that

(dT) ∼ s1s2(s2 − s1)(s2 + s1)ds1ds2(dHU), (4.17)

from which the Jacobian may be read off as the terms that multiply the differentials.

Combining the results of Eqs. (4.17) and (4.10), we may now transform Eq.

(4.8) to give

p(T)(dT) ∼ s1s2|s2
1 − s2

2|α[(1− s2
1)(1− s2

2)]α(N−6−α)/2ds1ds2(dH [U; V,W]), (4.18)
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where

(dH [U; V,W]) =

(dHU) if α = 1,

(dHV)(dHW) if α = 2.
(4.19)

Note that in deriving Eq. (4.18) we have also made use of the fact that

det(I2 −T†T) = det(I2 −Σ†Σ) = (1− s2
1)(1− s2

2). (4.20)

Observing the right hand side of Eq. (4.18), we note that the singular values and

singular vectors of T are statistically independent, and that the joint probabil-

ity density function for s1 and s2 is proportional to the function multiplying the

differentials. In addition, we see that the matrices U, V and W are all uniformly

distributed unitary matrices, irrespective of N . It follows that the diattenuation and

retardance vectors are uniformly distributed on the surface of the Poincaré sphere,

meaning there are no preferentially transmitted (reflected) polarisation states across

the entire ensemble of scattering matrices.

We are now in a position to derive the statistics of R and D. For α = 1, we

see that TR = UUT is, by the constructive definition, distributed according to

the circular orthogonal ensemble. For α = 2 on the other hand, TR = VW† is

the product of two uniformly distributed unitary matrices and is thus distributed

according to circular unitary ensemble. The joint density for the eigenvalues of TR

are given by the well known result [10]

p(θ1, θ2) ∼ |eiθ1 − eiθ2|α. (4.21)

The probability density function for the retardance can therefore be computed by

the integral

p(R) ∼
∫ 2π

0

∫ 2π

0

|eiθ1 − eiθ2|αδ

[
R−min

(
|θ1 − θ2|, 2π − |θ1 − θ2|

)]
dθ1dθ2. (4.22)

This integral can be tackled using the change of variables x = θ2−θ1, y = θ2 +θ1 and

computing the resulting integrals piecewise. Doing so and normalising the resulting
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Figure 4.2: Histograms of retardance for on-diagonal blocks (α = 1) and off-diagonal
blocks (α = 2). Data points were calculated from 106 realisations of matrices drawn from
the circular orthogonal ensemble. Curves are given by Eq. (4.23).

probability density function yields the result

p(R) =


1
2

sin(R
2

) if α = 1,

2
π

sin2(R
2

) if α = 2,
(4.23)

which we have plotted as solid lines in Figure 4.2. The data points (circles in Figure

4.2) were calculated by randomly generating 106 random matrices from the circular

orthogonal ensemble and calculating R according to Eq. (4.7) from two different 2×2

blocks of S: one on-diagonal and one off-diagonal. As can be seen, the theoretical

curves match the data points excellently. In both cases we see that the density is

monotonically increasing and peaks at R = π. Therefore, in terms of relative phase

changes experienced by the incident field, the scattering medium is most likely to

behave as a half-wave plate. We note that our result here for α = 2 is similar to that

derived elsewhere for the retardation angle in optical fibres using a random Jones

matrix model, albeit using a slightly different definition for retardance [267].

The probability density function for the diattenuation can be found by integrat-
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ing the joint density for s1 and s2 in Eq. (4.18). Explicitly, we have

p(D) ∼
∫ 1

0

∫ 1

0

s1s2|s2
1 − s2

2|α[(1− s2
1)(1− s2

2)]α(N−6−α)/2δ

(
D − |s

2
1 − s2

2|
|s2

1 + s2
2|

)
ds1ds2,

(4.24)

which, after some manipulation, can be reduced to

p(D) ∼ Dα

(1 +D)α+2

∫ 1

0

xα+1

[
(1− x)

(
1− 1−D

1 +D
x

)]α(N−6−α)/2

dx, (4.25)

where x is a dummy variable. The resulting integral in Eq. (4.25) can be expressed

in terms of the hypergeometric function 2F1 (see 3.197, 3. of Ref. [268]). After

normalising the resulting densities, we find that

p(D) =

16N−2
N+1

D
(1+D)3 2F1

(
5−N

2
, 3; N+3

2
; 1−D

1+D

)
if α = 1,

48N−2
N

D2

(1+D)4 2F1

(
4−N, 4;N + 1; 1−D

1+D

)
if α = 2.

(4.26)

Some example plots of these densities for different values of N are shown in Figure

4.3 for both α = 1 and α = 2. As with the retardance calculations, the data points

were computed from Eq. (4.6) using 106 realisations of matrices from the circular

orthogonal ensemble for each matrix size. As discussed, our result for α = 1 is exact

and matches very well for all matrix sizes. For α = 2, our result is approximate and

was found to match the data reasonably well for N ≥ 12. While not shown here, for

N < 12 we observed deviations from the simulated data, particularly in the minimal

case N = 4, which corresponds to single-mode scattering. As N increases however,

the approximation improves.

As can be seen, with the exception of N = 4 for α = 1, the densities are strictly

increasing and peak at D = 1 for all values of N . We therefore find that, when

measuring the scattered field in any individual mode, it is most probable that the

scattering medium behaves like a polarising filter that totally rejects one polarisa-

tion state. Since the diattenuation vector is uniformly distributed on the Poincaré

sphere, the polarisation state that is rejected is completely random. Furthermore,

since different blocks of S are uncorrelated, the rejected polarisation states in differ-
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Figure 4.3: Histograms of diattenuation for blocks of scattering matrices of different
sizes. Data points were calculated from 106 realisations of matrices drawn from the circular
orthogonal ensemble. Curves are given by Eq. (4.26).

ent outgoing modes are also uncorrelated. Since the diattenuation and retardance

statistics are independent, we can conclude that the most probable behaviour of a

Jones matrix within the scattering matrix is that of a perfect diattenuator followed

by a half- wave plate, both with randomly oriented and independent eigenvectors.

It is noteworthy that the mean diattenuation is lower for α = 1 than for α = 2.

When diattenuation is large, the scattered polarisation state tends to be similar to

the diattenuation vector, regardless of the incident polarisation state. In this case,

the correlation between the incident and scattered polarisation states is weaker. As

discussed in the previous section, the incident and scattered polarisation states are

partially correlated in the back-scattering direction, which is therefore consistent

with a lower average diattenuation.

4.1.3 Large matrices and Gaussian statistics

As mentioned in Chapter 3, in optical scattering experiments the number of modes

admitted by a system tends to be very large, typically on the order of tens of millions

per millimetre of illuminated surface area for visible light [6]. It will therefore be

relevant to consider the large N limit of Eq. (4.26). This limit may in fact be taken

directly using the asymptotic relation

2F1(a−N, b; c+N ; z) ∼ 1

(1 + z)b
, (4.27)
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which is valid in the limit N →∞ for arbitrary a, b and c [269]. Applying this result

to Eq. (4.26) and renormalising the resulting densities, we find the simple results

p(D)N→∞ =

2D if α = 1,

3D2 if α = 2.
(4.28)

Observing again Figure. 4.3, these asymptotic densities closely match the densi-

ties for N = 100, which is well below the number of modes expected in a typical

scattering experiment.

The simplicity of Eq. (4.28) suggests that a simpler statistical model may be

applicable in the limit N → ∞ that bypasses the complex machinery of the hy-

pergeometric function. This is indeed the case, as it turns out that for large N

the elements of a matrix drawn from the circular orthogonal ensemble converge in

probability to zero-mean, uncorrelated, complex Gaussian random variables with

varainces given by [270]

〈|Sij|2〉 =
1 + δij
N

. (4.29)

This result should not be too surprising. It is well known after all from the simple

phasor sum arguments shown in Chapter 2 that fields scattered from random media

often follow Gaussian statistics.

Transmission and reflection matrices with Gaussian statistics have been the sub-

ject of a lot of study, and a variety of their statistical properties are known, including

for example the quarter-circle or Marchenko-Pastur laws for the distributions of their

normalised singular values [271, 272]. Since these laws only hold for uncorrelated

Gaussian variables, these results can be used as a reference to assess the degree of

correlation between the elements of an experimentally determined matrix [5, 273].

In reality, the assumption of uncorrelated matrix elements is not exactly true, and

a variety of different types of correlations exist, such as the short-range memory ef-

fect [274] and other long-range correlations [275]. It is also interesting to note that,

for experimentally determined transmission and reflection matrices, the degree of

correlation between matrix elements is also related to the amount of the matrix

that is accessible experimentally. As previously mentioned, not all of the scattered
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field may be collected by the detection optics. This effect, sometimes referred to

as incomplete control, has been studied theoretically using so-called filtered ran-

dom matrix ensembles, where the statistics of a truncated sub-section of the total

scattering matrix is considered [217].

Using the assumption of Gaussian statistics, a simpler derivation of the asymp-

totic results in Eq. (4.28) is possible. As before, let T be a 2 × 2 block of S, and

let T′ =
√
NT. Notably, T′ has the same diattenuation as T. By considering Eq.

(4.29), it can be shown that T′ has joint density given by

p(T′) ∼ exp
(
− 1

3− α
tr(T′†T′)

)
. (4.30)

Taking a singular value decomposition of T′ as before and changing variables yields

the density for the singular values of T′, s1 and s2, which is given by

p(s1, s2) ∼ s1s2|s2
1 − s2

2|α exp
(
− 1

3− α
(s2

1 + s2
2)
)
. (4.31)

The probability density function for the diattenuation can therefore be calculated

from the integral

p(D) ∼
∫ ∞

0

∫ ∞
0

s1s2|s2
1 − s2

2|α exp
(
− 1

3− α
(s2

1 + s2
2)
)
δ

(
D − |s

2
1 − s2

2|
|s2

1 + s2
2|

)
ds1ds2,

(4.32)

which ultimately leads to the same result as Eq. (4.28). It should be pointed out

that since under the Gaussian assumption the elements of T are unbounded, the

values of s1 and s2 range from zero to infinity. The decaying exponential in the

integrand of Eq. (4.32), however, prevents the integral from diverging.

4.2 Conclusion

In this chapter we have explored some of the consequences of the circular ensembles

on the scattering of polarised light. To achieve these we analysed the joint statistics

of 2 × 2 blocks of matrices drawn from the circular orthogonal ensemble. One of

the key observations is that, with the exception of scattering into the backscattering
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direction, no particular polarisation state is favoured over the entire ensemble, either

when viewing the scattered field in an arbitrary mode, or with regard to the diat-

tenuation or retardance vectors. All of these vectors are distributed uniformly over

the Poincaré sphere and the average Mueller matrix is thus a pure depolariser. In

the backscattering direction, the average Mueller matrix is only a partial depolariser

and the scattered fields are distributed non-uniformly over the Poincaré sphere, dis-

playing a focus in probability density around the incident polarisation state. The

distributions of retardance and diattenuation associated with Jones matrices within

S are non-trivial, but their limiting distributions for large scattering matrices are

those predicted by Gaussian statistics.

While the circular ensembles were studied primarily for their simplicity, it is clear

that they are inadequate as an effective model for realistic scattering media. Since

the circular ensembles do not discriminate between scattering into any particular

mode, nor between transmission and reflection, they may only be applicable for ran-

dom media that scatter isotropically. Random media of this sort, however, generally

do not show a lot of interesting polarisation statistics anyway, as the scattered field

for such a system is often fully depolarised. The random matrix theory literature, of

course, extends well beyond the circular ensembles. The Poisson kernel, for example,

generalises the circular ensembles to incorporate a non-zero mean [276]. In order to

move forwards however, it will be necessary to develop a more tailored statistical

model that is able to account for non-universal aspects of scattering media specific

to certain problems. This shall be the subject of the next two chapters, beginning

with theoretical work in Chapter 5, followed by numerical simulations in Chapter 6.

As shall be seen, the polarisation statistics of the circular ensembles will emerge as

limits of the more general model and, given their relative simplicity, are therefore

still of value.
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Scattering matrix statistics

Tailoring the statistics of a distribution of random scattering matrices so as to

be germane to a particular class of random media requires some degree of physical

modelling. In this chapter we will introduce a theoretical framework that will allows

us to express the elements of the scattering matrix for a random medium composed

of a large number of discrete scatterers in terms of the physical properties of the

constituent scatterers. With this framework, we will be able to derive the statistical

properties of the scattering matrix elements, which, in Chapter 6, will be used in

numerical simulations of multiple scattering of polarised light, and, in Chapter 7, to

study the persistence and possible recovery of polarisation information transmitted

through a random medium. The theory in this chapter is presented in terms of

the continuous scattering matrix, which is mathematically simpler than the discrete

scattering matrix. In Chapter 6, we will demonstrate how the theory can be ap-

plied to the discrete scattering matrix, which is ultimately what must be used for

numerical studies.

We will begin by introducing the far field Foldy-Lax equations, which describe

the scattered field due to a discrete collection of particles. Using this, we will be able

to derive expressions for the corresponding scattering matrix elements and analyse

their statistical properties. The majority of the statistical results in this chapter

apply to the matrix S̄pp. A brief discussion on how the theory may be generalised

to incorporate evanescent wave components will be given in Section 5.4.
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5.1 Multiple scattering equations

Consider the same problem as described in Chapter 3. Suppose that the scattering

medium situated within the region −L/2 ≤ z ≤ L/2 is illuminated by an incident,

monochromatic plane wave whose complex representation Ei(r) is given by

Ei(r) = E0e
iki·r =

∫
δ(κ− κi)E0e

ik·rdκ, (5.1)

where E0 is a constant vector that characterises the incident field’s polarisation state.

Let us now, however, suppose that the scattering medium consists of a large number

N of random, discrete scatterers. These can be thought of as small particles, each

occupying a volume Vp, where 1 ≤ p ≤ N indexes the particles . The permittivity

varies spatially according to

ε(r) = εb +
N∑
p=1

εp(r), (5.2)

where εp(r) is only non-zero for r ∈ Vp. The exact form of εp(r) within Vp, of course,

depends on the nature of the particle. We shall also define the vector rp, which

points to the centre of the smallest sphere that circumscribes the particle. We may

refer to rp as the centre of the particle.

We now assume that the particles are widely separated so that each one is located

in the far field of all the others. For a measurement point located in the far field of

all of the particles in the scattering medium, the total electric field is given by the

far field Foldy-Lax equations [27]

E(r) = Ei(r) +
N∑

p1=1

G(r− rp1)

[
Ap1(r̂− rp1)Ei(rp1) +

N∑
p2=1
p2 6=p1

Ap1(r̂− rp1 , ̂rp1 − rp2)Ep1p2

]
,

(5.3)

Ep1p2 = G(rp1 − rp2)

[
Ap2( ̂rp1 − rp2)Ei(rp2) +

N∑
p3=1
p3 6=p2

Ap2( ̂rp1 − rp2 , ̂rp2 − rp3)Ep2p3

]
,

(5.4)
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where a hat over a vector signifies that the vector has unit magnitude and the

subscripts p1, p2 and p3 index different particles. Eq. (5.4) gives a recursive definition

of the field Ep1p2 , which, physically, can be loosely interpreted as the field exciting

particle p1 due to particle p2. In the Foldy-Lax equations, G(r) = exp(ik|r|)/ik|r|
is the scalar Green’s function and Ap is the single particle amplitude matrix for the

p’th particle, as introduced in Chapter 2. While the Foldy-Lax equations describe

multiple scattering, the matrix Ap, which describes the single scattering properties

of the p’th particle, must be calculated from a more fundamental single particle

scattering theory, such as, for example, Mie theory in the case of spherical scatterers.

Due to their recursive nature, the Foldy-Lax equations may be iterated to yield

a formal series expansion for the total scattered field. This series is given by

E(r) = Ei(r) +
N∑

p1=1

G(r− rp1)Ap1(r̂− rp1 , k̂i)Ei(rp1)

+
N∑

p1=1

N∑
p2=1
p2 6=p1

G(r− rp2)Ap2(r̂− rp2 , ̂rp2 − rp1)G(rp2 − rp1)Ap1( ̂rp2 − rp1 , k̂i)Ei(rp1)

+
N∑

p1=1

N∑
p2=1
p2 6=p1

N∑
p3=1
p3 6=p1
p3 6=p2

G(r− rp3)Ap3(r̂− rp3 , ̂rp3 − rp2)G(rp3 − rp2)

Ap2( ̂rp3 − rp2 , ̂rp2 − rp1)G(rp2 − rp1)Ap1( ̂rp2 − rp1 , k̂i)Ei(rp1)

+ . . . ,

(5.5)

where the series continues indefinitely with higher order terms containing an increas-

ing number of factors. Each term in Eq. (5.5) can be interpreted as the component

of the total field that is the result of a certain number of scattering events and the

term containing n summations will be referred to as the term of order n. The term

with a single sum is also referred to as the single scattering term, which is followed

by the double scattering term and so on. Importantly, Eq. (5.5) makes use of the

Twersky approximation [277], which neglects scattering sequences for which two or

more of the summation indices coincide. Physically, this approximation neglects re-

current scattering, i.e. sequences of particles in which a particle is visited more than
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once. The Twersky approximation is considered valid in the limit N →∞, provided

that the weak scattering condition kls � 1 is met [27]. In the scattering term of

order n, the summation involves N !/(N − n)! = N(N − 1)(N − 2) . . . (N − n + 1)

terms, which, in the limit N →∞, grows as ∼ Nn .

In virtue of Eqs. (3.13) and (5.1), if z > L/2, then

E(r) =

∫
b(κj)e

ikj ·rdκj =

∫ [∫
t(κj,κ)a(κ)dκ

]
eikj ·rdκj

=

∫ [∫
t(κj,κ)E0δ(κ− κi)dκ

]
eikj ·rdκj

=

∫
t(κj,κi)E0e

ikj ·rdκj.

(5.6)

Similarly,

E(r) = E0e
iki·r +

∫
r(κj,κi)E0e

ik̃j ·rdκj (5.7)

for z < −L/2. Importantly, the incident field in Eq. (5.7) propagates in the opposite

direction to the reflected field and therefore cannot be incorporated into the integral.

Similar equations for t′ and r′ can be obtained by instead beginning with a left-

propagating incident wave. To derive expressions for the scattering matrix elements,

it is necessary to decompose the expressions for the scattered field in Eq. (5.5) into

angular spectra. To achieve this, we analyse terms of different order separately by

defining

t(κj,κi) =
∞∑
n=0

t(n)(κj,κi) (5.8)

In relation to Eq. (5.5), t(n) will account for the contribution to the total field due

to the term of order n. Analogous equations may be defined for the other blocks

of the scattering matrix. For simplicity, we shall present calculations primarily for

the transmission matrix and state the corresponding results for the other blocks,

understanding that the underlying mathematics is similar in all cases.
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First, by comparing Eqs. (5.1), (5.5) and (5.6), it is evident that

t(0)(κj,κi) = δ(κj − κi)I2, (5.9)

which describes the unscattered field. For higher order terms, we shall make use of

the identity [278]

ϕ(r̂)G(r) =
1

2π

∫
ϕ(k̂)eik·r

dκ

kγ
, (5.10)

which holds for z > 0 in the limit k|r| → ∞ for any vector function ϕ. For the first

order term of Eq. (5.5), setting

ϕ(r̂− rp1) = Ap1(r̂− rp1 , k̂i)Ei(rp1) (5.11)

and using Eq. (5.10) gives

N∑
p1=1

G(r− rp1)Ap1(r̂− rp1 , k̂i)Ei(rp1) =

∫ N∑
p1=1

At
p1

(κ̂j, κ̂i)E0e
iki·rp1

2πkγj
eikj ·(r−rp1 )dκj

=

∫ [
1

2πkγj

N∑
p1=1

At
p1

(κ̂j, κ̂i)e
irp1 ·(ki−kj)

]
E0e

ikj ·rdκj,

(5.12)

where we have defined

At
p1

(κ̂j, κ̂i) = Ap1(k̂j, k̂i). (5.13)

The reason for defining At
p1

is that, unlike Ap1 , it is only a function of transverse

wavevectors. From Eq. (5.12), the first order transmission matrix can be read off as

t(1)(κj,κi) =
1

2πkγj

N∑
p1=1

At
p1

(κ̂j, κ̂i)e
irp1 ·(ki−kj). (5.14)

A similar sequence of calculations can be performed for the reflection matrix. In
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this case we first define

Ar
p1

(κ̂j, κ̂i) = Ap1(
˜̂
kj, k̂i), (5.15)

where the tilde above k̂j is necessary as the scattered wavevector has z component

with opposite sign to the incident field. Note first that, since the incident field

propagates to the right, we have r(0)(κj,κi) = 0. The first order reflection matrix

can be derived by noting that, for z < 0, a similar identity to Eq. (5.10) holds, but

with k replaced with k̃ on the right hand side. Using this, we find

r(1)(κj,κi) =
1

2πkγj

N∑
p1=1

Ar
p1

(κ̂j, κ̂i)e
irp1 ·(ki−k̃j). (5.16)

Similar calculations can be performed for t′ and r′, which involve the matrices At′

and Ar′ that can be defined analogously to At and Ar with the appropriate choice

of tildes that give the correct sign for the z components of the incident and scattered

wavevectors.

Higher order terms of the scattering matrix elements can be derived by repeated

use of Eq. (5.10). It is necessary, however, to consider the relative z components

of the positions of the particles. Consider, for example a two-particle scattering

sequence and suppose that the first and second particles have z coordinates z1 and

z2 respectively. With respect to its z coordinate, the second particle may be in front

of (z2 > z1) or behind (z2 < z1) the first particle. Depending on which of these

is the case, in expressing the angular spectrum of the field illuminating the second

particle (which arises from scattering by the first particle) it will either be necessary

to apply Eq. (5.10) directly, or the corresponding identity that applies for the case

z < 0, as was used for the first order term of the reflection matrix. For ease of

notation, we shall suppose that the particles are indexed in order of increasing z

component, i.e. such that z1 < z2 · · · < zN . Separating different cases into different
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sums and making further use of Eq. (5.10), we find

t(2)(κj,κi) =

∫
1

(2πk)2γjγ12

[
N∑

p2=p1+1

N−1∑
p1=1

At
p2

(κ̂j, κ̂12)At
p1

(κ̂12, κ̂i)e
i[rp1 ·(ki−k12)+rp2 ·(k12−kj)]

+

p1−1∑
p2=1

N∑
p1=2

Ar′

p2
(κ̂j, κ̂12)Ar

p1
(κ̂12, κ̂i)e

i[rp1 ·(ki−k̃12)+rp2 ·(k̃12−kj)]

]
dκ12,

(5.17)

where κ12 is an intermediate transverse wavevector that describes the field that

propagates from the first particle to the second. The two different terms in Eq.

(5.17) have straightforward physical interpretations. The first describes scattering

sequences that involve two forward-directed scattering events, while the second in-

volves backscattering from the incident field into a left-propagating field, following by

another backscattering event whose scattered wavevector is again right-propagating.

Similarly, the second order term for the reflection matrix is given by

r(2)(κj,κi) =

∫
1

(2πk)2γjγ12

[
p1−1∑
p2=1

N∑
p1=2

At′

p2
(κ̂j, κ̂12)Ar

p1
(κ̂12, κ̂i)e

i[rp1 ·(ki−k̃12)+rp2 ·(k̃12−k̃j)]

+
N∑

p2=p1+1

N−1∑
p1=1

Ar
p2

(κ̂j, κ̂12)At
p1

(κ̂12, κ̂i)e
i[rp1 ·(ki−k12)+rp2 ·(k12−k̃j)]

]
dκ12,

(5.18)

whose different terms again describe different types of two-particle scattering se-

quences. This time, however, the final wavevector k̃j has negative z component and

thus describes a left-propagating wave. Similar calculations can be performed for

higher order terms, which will involve more complex types of multi-particle scatter-

ing sequences.

Observing Eqs. (5.14), (5.16), (5.17) and (5.18), the expressions for the trans-

mission and reflection matrix elements are ultimately random phasor sums. As

previously discussed, such expressions are known to be asymptotically Gaussian

random variables as N →∞ [49]. For this to hold, we require the assumption that
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a scatterer’s morphology is statistically independent of its position, which we shall

take to be the case.

Suppose that all of the independent elements of the scattering matrix are collated

into a vector z of complex random variables. In virtue of the previous comments,

each element of z is marginally Gaussian distributed. It is worth nothing that while a

multivariate Gaussian distribution has Gaussian marginals, the converse is not true.

Nevertheless, we shall assume that z follows a multivariate Gaussian distribution,

both for the mathematical simplicity afforded by this assumption, and because of

historical precedent, as this assumption is typically taken to be the case [49]. The

statistics of a complex multivariate Gaussian distribution are fully described by

three parameters: the mean, covariance matrix and pseudo covariance matrix [279].

In the following section we shall define these quantities more precisely and derive

expressions for them.

5.2 Mean matrix elements

We now consider the problem of computing the mean transmission and reflection

matrices, i.e. 〈t(κj,κi)〉 and 〈r(κj,κi)〉 where the average is over the ensemble

of all realisations of the scattering medium. Observing the form of the matrix

elements, such as in Eqs. (5.14) and (5.17), it can be seen that the randomness

arises from two physical sources: the positions of the scatterers, which contribute to

the complex exponential terms, and the morphological properties of the scatterers,

which contribute to the amplitude matrix factors. We shall assume that these two

factors are independent, so that no particular type of scatterer is more likely to exist

than any other at any specific location.
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5.2.1 Single scattering

In this section we shall consider the first order terms of the transmission and reflec-

tion matrices. Consider first the transmission matrix, whose mean is given by

〈t(1)(κj,κi)〉 =
1

2πkγj

N∑
p1=1

〈At
p1

(κ̂j, κ̂i)〉〈eirp1 ·(ki−kj)〉 (5.19)

=
N

2πkγj
〈At(κ̂j, κ̂i)〉〈eir·(ki−kj)〉, (5.20)

where we have made use of the fact that, after averaging, the particle index becomes

redundant, allowing us to replace the sum with a factor of N . In order to evaluate

the average of the complex exponential, it is necessary to specify a probability

distribution for the position vector r. Since we assume that no particular position

within the medium is favoured over any other, we shall suppose that r is distributed

uniformly within the scattering medium, so that the single particle distribution

function is given by p(r) = 1/V , where V is the volume of the scattering medium.

This assumption is reasonable given that each scatterer lies in the far field of all

of the others. For simplicity, let us suppose that the transverse extent (x and y

directions) of the scattering medium is confined to the rectangular cross section

−Lx/2 < x < Lx/2,−Ly/2 < y < Ly/2, so that the volume of the scattering

medium is given by V = LxLyL. We then find that

N〈eir·(ki−kj)〉 = N

∫ L/2

−L/2

∫ Ly/2

−Ly/2

∫ Lx/2

−Lx/2

1

V
eir·(ki−kj)dxdydz

= nLxsinc
(

(kix − kjx)
Lx
2

)
Lysinc

(
(kiy − kjy)

Ly
2

)
Lsinc

(
(γi − γj)

L

2

)
,

(5.21)

where n = N/V is the particle number density and sinc(x) = sin(x)/x. We now take

the limit of an infinite slab by letting Lx, Ly →∞. In taking this limit it also follows

that N →∞, but we shall suppose that n is held constant to avoid divergences. To

perform this limit, we make use of the fact that the sinc function satisfies the weak
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limit [44]

lim
L→∞

Lsinc
(Lx

2

)
= 2πδ(x), (5.22)

which allows us to deduce

N〈eir·(ki−kj)〉 → (2π)2nLsinc
(

(γi − γj)
L

2

)
δ(kix − kjx)δ(kiy − kjy). (5.23)

Since the delta functions appearing in Eq. (5.23) effectively enforce the constraint

κi = κj, which implies that γi = γj, the sinc term can be evaluated to unity and we

find that

〈t(1)(κj,κi)〉 = δ(κi − κj)
2πnL

kγj
〈At(κ̂j, κ̂i)〉. (5.24)

Clearly the transmitted field is non-zero only in the direction parallel to the incident

field. The origin of this fact is relatively transparent from a simple physical argu-

ment. According to Eq. (5.14), the transmitted field is the sum of a large number

of complex phasors, which, given our assumptions, will have uniformly distributed

phases in the interval [0, 2π). A sufficiently large sum of such phasors will tend to

interfere destructively, resulting in a mean amplitude of zero. The only way for this

effect to not occur is for the arguments of the complex phasors to be zero, which

is indeed the case when κj = κi. Physically, the phase accrued by waves that are

transmitted in the forward direction is independent of the scatterer position.

Analogous calculations show that the first order mean reflection matrix is given

by

〈r(1)(κj,κi)〉 = δ(κi − κj)
2πnL

kγj
sinc(γiL)〈Ar(κ̂j, κ̂i)〉, (5.25)

where the argument of the sinc is no longer zero as the argument of the complex

exponentials being averaged this time take the form ∼ r · (ki − k̃j) = ρ · (κi −
κj) + z(γi + γj). The phase accrued by backscattered waves is path-dependent,

regardless of which direction scattering occurs in. The delta function appearing

in Eq. (5.25) means that the mean reflected field is non-zero only in the specular

reflection direction, which is the direction in which the transverse wavevector is
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conserved [280].

5.2.2 Multiple scattering

For scattering order greater than one, which is also known as multiple scattering,

calculating the mean transmission and reflection matrices is a complex problem. As

demonstrated in Eqs. (5.17) and (5.18), high order terms contain different contri-

butions from different types of sequences of particles, all of which must be averaged

separately and then summed together. In the case of the transmission matrix, how-

ever, a simple result for the ensemble average is obtainable when all of the particles

in the medium are identical. To achieve this we will begin by showing that, for any

given scattering order, the component of the mean transmission matrix that repre-

sents a sequence of consecutive forward scattering events is dominant in the limit

L→∞. This will allow us to neglect all other types of scattering sequences and, as

shall be shown, the surviving terms can be summed using the matrix exponential.

We shall first demonstrate this property for the double scattering term and then

sketch a proof for arbitrary scattering order. For simplicity, we shall only use single

integral signs in this section, even if multiple integration variables are present.

Consider the two terms in Eq. (5.17), which we shall refer to as the tt and

r′r terms respectively. As was the case for the first order terms, after averaging the

sums are replaced by combinatorial factors that count how many different scattering

sequences there are. In either case, the number of terms in the sums is N(N − 1)/2,

which grows as ∼ N2/2 in the limit N → ∞. Assuming all the particles in the

medium are identical, the A terms are non-random and can be factored out of the

sums, leaving only the exponentials to be averaged. Focusing first on the tt term, it

is necessary to take the average of the expression 〈ei[r1·(ki−k12)+r2·(k12−kj)]〉, where r1

and r2 are random position vectors. This requires specifying the joint probability

density function p(r1, r2), which is often given in terms of the pair distribution

function g(r1, r2), which satisfies [241]

p(r1, r2) =
g(r1, r2)

V 2

N

N − 1
. (5.26)

A sparse collection of scatterers, for which the positions may be assumed to be

137



Chapter 5: Scattering matrix statistics

independent, corresponds to the case g(r1, r2) = 1. Although not entirely physical,

this choice of pair distribution function greatly simplifies calculations and shall be

made in this thesis. For dense particulate media, however, where particle positions

are correlated and the possibility of two particles overlapping cannot be neglected,

it may be more appropriate to use different models for the joint position statistics

[281].

Although we assume that particle positions are independent, it is still necessary

to respect the order of the z components of each particle’s position vector, as de-

scribed previously. This can be achieved by introducing the Heaviside step function

H, which is defined by

H(x) =

1 if x > 0,

0 if x ≤ 0.
(5.27)

For large N , a joint uniform probability density function for r1 and r2, constrained

such that z2 > z1 is given by

p(r1, r2) =
H(z2 − z1)

V 2/2
, (5.28)

which is normalised by virtue of the fact that
∫ ∫

H(z2 − z1)dr1dr2 = V 2/2. Aver-

aging the complex exponential for the tt term thus amounts to the evaluation of the

integral

N2

2
〈ei[r1·(ki−k12)+r2·(k12−kj)]〉 = n2

∫
ei[r1·(ki−k12)+r2·(k12−kj)]H(z2 − z1)dr1dr2.

(5.29)

Separating transverse and z components of r1 and r2, the transverse integral in the

infinite medium limit is given by∫
ei[ρ1·(κi−κ12)+ρ2·(κ12−κj)]dρ1dρ2 = (2π)4δ(κi − κ12)δ(κ12 − κj). (5.30)

One of the delta functions in Eq. (5.30) will be eliminated after performing the

integral over κ12 in Eq. (5.17). In any case, the remaining delta function will be
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δ(κi − κj), and so, overall, we have the effective constraint κi = κj = κ12, from

which it also follows that γi = γ12 = γj. The z integral contained in Eq. (5.29) is

thus given by∫
ei[z1·(γi−γ12)+z2·(γ12−γj)]H(z2 − z1)dz1dz2 =

∫
H(z2 − z1)dz1dz2 =

L2

2
(5.31)

Overall, we have

N2

2
〈ei[r1·(ki−k12)+r2·(k12−kj)]〉 =

1

2
L2n2(2π)4δ(κi − κj), (5.32)

which is quadratic in L. Performing analogous calculations for the r′r term of Eq.

(5.17), a similar cancellation in the z integral does not occur. Instead, the integral

is of the form ∫
e2iγi(z1−z2)H(z1 − z2)dz1dz2 = −1 + e−2iγiL + 2iγiL

4γ2
i

, (5.33)

which is instead linear in L in the limit L→∞. Therefore, for large L, the r′r term

will be dominated by the tt term and may thus be neglected.

This trend outlined for double scattering continues for higher order terms, as-

suming that the positions of the particles are jointly uniform and constrained only

by the ordering previously discussed. To see this, note that for arbitrary order n,

the corresponding z integral for any type of scattering sequence will be of the form

In(x, L) =

∫
[−L/2,L/2]n

eix·zf(z)dz = Ln
∫

[−1/2,1/2]n
eiLx·zf(z)dz = Ln

∫
S
eiLx·zdz,

(5.34)

where z = (z1, z2, . . . , zn), x is a vector independent of z that depends on the type

of scattering sequence being considered, f(z) is some product of Heaviside functions

that enforces the correct particle ordering, and S is some subset of the hypercube

[−1/2, 1/2]n as determined by f(z). For example, in the case of Eq. (5.33), we have

n = 2, z = (z1, z2), x = 2γi(1,−1), f(z) = H(z1 − z2), and S is the half of the cube
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[−1/2, 1/2]2 for which z1 > z2. Noting that for x 6= 0

eiLx·z = − i

L|x|2
x · ∇eiLx·z, (5.35)

and, using the identity [282]∫
S

u · ∇vdr =

∫
∂S
vu · n̂dA−

∫
S
v∇ · udr, (5.36)

where ∂S is the boundary of S and n̂ is a unit vector normal to the boundary, we

have

In(x, L) = −iL
n−1

|x|2

∫
S

x · ∇eiLx·zdz = −iL
n−1

|x|2

∫
∂S
eiLx·zx · n̂dA, (5.37)

where we have made use of the fact that that ∇ · x = 0. Finally, we have

|In(x, L)| ≤ Ln−1

|x|2

∣∣∣∣∣
∫
∂S
eiLx·rx · n̂dA

∣∣∣∣∣ ≤ Ln−1

|x|2

∫
∂S
|x · n̂|dA = c(x)Ln−1, (5.38)

where c(x) is a geometric factor independent of L. Thus, we see that |In(x, L)|
grows as ∼ Ln−1 for large L. In the special case x = 0, which corresponds to a

sequence of consecutive forward scattering events, we have

In(x, L) =

∫
[−L/2,L/2]n

H(z2 − z1)H(z3 − z2) . . . H(zn − zn−1)dz =
Ln

n!
, (5.39)

which grows as ∼ Ln.

Neglecting all terms but those corresponding to chains of forward scattering

events, the transmission matrix of order n is given by

t(n)(κj,κi)

=
1

(2πk)nγj

∫ ∑
zp1<···<zpn

n−1∏
s=0

At
pn−s

(κ̂n−s, κ̂n−s−1)eirpn−s ·(kn−s−1−kn−s)

n−1∏
s=1

dκs
γs

,

(5.40)

where κs is an intermediate transverse wavevector for 1 ≤ s ≤ n − 1 and we have

defined κ0 = κi, κn = κj. Note that the matrix product should be taken in the
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order

n−1∏
s=0

At
pn−s

(κ̂n−s, κ̂n−s−1) = At
pn(κ̂n, κ̂n−1)At

pn−1
(κ̂n−1, κ̂n−2) . . .At

p1
(κ̂1, κ̂0). (5.41)

In taking the ensemble average, we following similar steps to those taken in the

explicit examples already shown. Assuming that the positions of the particles are

jointly uniform, we may make the following substitutions in the limit N →∞

∑
zp1<zp2<···<zpn

→ Nn

n!
,

〈 n−1∏
s=0

eirpn−s ·(kn−s−1−kn−s)
〉
→ (2π)2nLn

V n

n−1∏
s=0

δ(κn−s−1 − κn−s).
(5.42)

Integrating the delta functions over the intermediate wavevectors enforces the chain

of equalities κ0 = κ1 = . . . = κn and ultimately leads to

〈t(n)(κj,κi)〉 =
1

n!

(
2πnL

kγi
At(κ̂j, κ̂i)

)n

δ(κj − κi). (5.43)

Finally, summing over all scattering orders and recognising the emerging exponential

series, the mean scattering matrix is given by

〈t(κj,κi)〉 = δ(κj − κi) exp

(
2πnL

kγi
At(κ̂j, κ̂i)

)
. (5.44)

Eq. (5.44) can be written in a more physically intuitive form using the optical

theorem. The ensemble average scattering cross section for an incident plane wave

with transverse wavevector κi and polarisation state represented by α is given by

[1]

〈σ(κi, α)〉 = −4π

k2
Re
(
e†α〈t(κi,κi)〉eα

)
. (5.45)

In Eq. (5.45), eα is a complex unit vector characterising the incident polarisa-

tion state. Taking for example the case of isotropic spheres, it can be shown that

At(κ̂i, κ̂i) = AI2 for some complex constant A. In this case, it is clear that the
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cross section is independent of the incident wavevector or polarisation state. Sim-

plifying the notation so that 〈σ(κi, θ)〉 = σ, the optical theorem then reduces to

Re(A) = −k2σ/4π. Therefore, the mean transmission matrix element is given by

〈t(κj,κi)〉 = δ(κj − κi) exp

(
− 1

2

L

ls
sec(θi)

)
exp

(
− i1

2

L

lp
sec(θi)

)
I2, (5.46)

where ls is the scattering mean free path, θi is the angle between ki and the optical

axis, and we have also defined

lp =
−k2

4πnIm(A)
. (5.47)

Observing Eq. (5.46), it can be seen that the amplitude of the mean scattered field

decays exponentially over a length scale given by l, while the phase evolves over the

length scale lp. Note that L sec(θi) is the length of a line segment parallel to the

incident wavevector passing through the scattering medium. A grazing incident wave

therefore, for which sec(θi) is large, effectively ‘sees’ a thicker scattering medium than

a normally incident mode for which sec(θi) = 1.

If the forward scattering amplitude matrix is not a constant factor of the identity

matrix, then while the optical theorem can still be applied, the scattering cross

section, and thus the mean free path, will depend on the incident polarisation state.

Optically active spheres, for example, for which left and right circular polarised light

experience different refractive indices, in a circular polarisation basis have a forward

scattering amplitude matrix that can be written as At(κ̂i, κ̂i) = diag(A1, A2), where

A1 and A2 are different complex valued matrix elements. In a Cartesian basis,

however, the mean transmission matrix cannot be reduced to a scalar equation as

in Eq. (5.46), and the length scales over which the amplitude and phase of the

scattered field evolve will depend on the helicity of the incident field. This effect

will be revisited in the next chapter in Section 6.2.2.3.
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5.3 Correlation functions

So far we have only considered the mean values of the scattering matrix elements.

In this section we shall look at correlations between different scattering matrix ele-

ments, which are also required for a full description of Gaussian random processes.

Specifically, we shall consider correlations of the form

Ctt
(j,i)ba(v,u)dc = 〈t(j,i)bat∗(v,u)dc〉 := 〈ê†bt(κj,κi)êaê

†
ct
†(κv,κu)êd〉, (5.48)

where êa, êb, êc and êd are some collection of basis polarisation states. Similarly, we

shall define Crr
(j,i)ba(v,u)dc to be the analogous correlation function between elements of

the reflection matrix; Ctr
(j,i)ba(v,u)dc to be cross correlations between the transmission

and reflection matrices and so on for other combinations of blocks of the scattering

matrix. In general, correlation functions of this type do not give a full description

of the second order statistics of a collection of complex random variables. It is also

necessary to consider correlations of the form

Ĉtt
(j,i)ba(v,u)dc = 〈t(j,i)bat(v,u)dc〉 := 〈ê†bt(κj,κi)êaê

†
ct(κv,κu)êd〉, (5.49)

which, in contrast to Eq. (5.48), does not involve a complex conjugate on the

second transmission matrix factor. As before, in general it will also be necessary

to consider Ĉrr
(j,i)ba(v,u)dc, Ĉ

tr
(j,i)ba(v,u)dc and so on. Moving forwards, we shall refer

to the term defined in Eq. (5.48) as a ‘regular’ correlation and that defined in

Eq. (5.49) as a ‘pseudo’ correlation. In many circumstances, such as correlations

between different spatial points in a typical speckle pattern, pseudo correlations are

typically not observed and thus neglected in probabilistic models [283]. A vector of

complex random variables whose corresponding pseudo correlation matrix is zero is

sometimes referred to as ‘proper’ [284]. We note that propriety of a collection of

complex random variables is implied by the stronger condition of circular symmetry,

but is not equivalent to it.

Correlations of the scattering matrix elements appear in calculations involving

correlations between different components of the scattered field. Consider for exam-

ple two right-propagating incident plane waves with transverse wavevectors κi and
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κu and polarisation states êa and êc respectively. Let E1 and E2 be the total elec-

tric fields on the right side of the medium caused by the scattering of these incident

fields individually. Then by Eq. (5.6), projecting the total fields onto states êb and

êd, we have

〈ê†bE1(r1)E†2(r2)êd〉 =

∫ ∫
〈ê†bt(κj,κi)êaê

†
ct
†(κv,κu)êd〉ei(kj ·r1−kv ·r2)dκjdκv

=

∫ ∫
Ctt

(j,i)ba(v,u)dce
i(kj ·r1−kv ·r2)dκjdκv.

(5.50)

Similarly, it can also be shown that pseudo correlations of the scattered field satisfy

the analogous equation

〈ê†bE1(r1)ET
2 (r2)êd〉 =

∫ ∫
Ĉtt

(j,i)ba(v,u)dce
i(kj ·r1+kv ·r2)dκjdκv. (5.51)

5.3.1 Single scattering

Unlike the calculation of the mean transmission matrix in Section 5.2.2, a complete

theory of the correlation functions introduced so far that incorporates all scattering

orders is much more complicated mathematically. We will therefore be limited to

the study of a couple of special cases, the simplest of which is single scattering.

Although single scattering is only accurate for thin scattering media, the correlation

functions are exactly solvable and take relatively simple forms that offer interesting

physical insight.

Recalling the form of the transmission matrix as given by Eq. (5.14), the single

scattering correlation function is given by

〈t(1)
(j,i)bat

(1)∗
(v,u)dc〉 =

1

(2πk)2γjγv

N∑
p1=1

N∑
q1=1

〈Atp1(j,i)baA
t∗
q1(v,u)dc〉〈ei[rp1 ·(ki−kj)−rq1 ·(ku−kv)]〉.

(5.52)

The terms in the sums in Eq. (5.52) can be separated into two types: those for

which p1 = q1 and those for which p1 6= q1. If p1 6= q1, then by the assumption

that the statistical properties of the particles are independent, the terms in the
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sums completely decouple and the averages can be performed over each particle

separately, yielding the product of the means 〈t(1)
(j,i)ba〉〈t

(1)∗
(v,u)dc〉. If, however, p1 = q1,

then rp1 = rq1 = r and, using Eq. (5.23), the exponential average becomes

N〈eir·(ki−kj−ku+kv)〉 → (2π)2nLsinc
(

(γi − γj − γu + γv)
L

2

)
δ(κi − κj − κu + κv).

(5.53)

The argument of the delta function appearing in Eq. (5.53) is zero precisely when

kix − kjx = kux − kvx, (5.54)

kiy − kjy = kuy − kvy. (5.55)

This condition is precisely that of the memory effect [44], which manifests here as a

correlation between certain pairs of blocks of the scattering blocks. Overall, we find

that the covariance of the transmission matrix elements is given by

〈t(1)
(j,i)bat

(1)∗
(v,u)dc〉 − 〈t

(1)
(j,i)ba〉〈t

(1)∗
(v,u)dc〉 =

δ(κi − κj − κu + κv)
nL

k2γjγv
〈At(j,i)baAt∗(v,u)dc〉sinc

(
(γi − γj − γu + γv)

L

2

)
.

(5.56)

An analogous result can be derived for the pseudo covariance, which is given by

〈t(1)
(j,i)bat

(1)
(v,u)dc〉 − 〈t

(1)
(j,i)ba〉〈t

(1)
(v,u)dc〉 =

δ(κi − κj + κu − κv)
nL

k2γjγv
〈At(j,i)baAt(v,u)dc〉sinc

(
(γi − γj + γu − γv)

L

2

)
.

(5.57)

This time, the argument of the delta function vanishes under the condition

kix − kjx = −(kux − kvx), (5.58)

kiy − kjy = −(kuy − kvy). (5.59)

Suppose that the variables i and j, which denote an incident and scattered plane

wave component respectively, are fixed. The polarisation statistics of the scattered
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field are classically expressed using regular correlations, i.e. the type appearing in

Eq. (5.56), at a fixed point in space, or scattered direction. Choosing also u = i

and v = j means that Eq. (5.56) describes correlations between the four complex

elements of the 2 × 2 block of the transmission matrix t(j,i). In fact, supposing for

simplicity that i 6= j so that 〈t(j,i)〉 = 0, enumerating all 16 choices for variables

a, b, c and d allows for the construction of an autocorrelation matrix associated with

the elements of t(j,i). The elements of the mean Mueller matrix associated with

the ensemble of t(j,i) is then given by linear combinations of the autocorrelation

matrix. Since the Mueller matrix is fully determined by regular correlations, pseudo

correlations have no impact on the polarisation properties of scattered wave in a

fixed direction. This is also immediately evident by noting that the argument of

the delta function appearing in Eq. (5.57) does not in general vanish under the

conditions i = u and j = v, save for the trivial case when i = j also holds.

In addition to being proper, given that non-diagonal blocks of the transmission

matrix also have zero mean, it follows that every element within a non-diagonal block

of the transmission matrix is a circularly symmetric complex random variable [279].

The joint statistics of all of the elements of the transmission matrix, however, do

not obey circular symmetry, owing to the existence of non-zero pseudo correlations,

as described by Eq. (5.57). Consider for example the pair of blocks t(j,i) and t(i,j),

which are related by swapping the incident and outgoing plane wave directions.

Referring to Eq. (5.14), the complex exponential terms for these blocks are given

by exp[i(ki − kj) · r] and exp[i(kj − ki) · r] = exp[−i(ki − kj) · r] respectively.

Thus, regardless of the distribution of the particles within the medium, the complex

exponential terms associated with t(i,j) are always the complex conjugates of those

associated with t(j,i), which manifests as a non-zero pseudo correlation. It is also

straightforward to see that these blocks also satisfy Eqs. (5.58) and (5.59).
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The statistics of the reflection matrix elements are given by

〈r(1)
(j,i)bar

(1)∗
(v,u)dc〉 − 〈r

(1)
(j,i)ba〉〈r

(1)∗
(v,u)dc〉 =

δ(κi − κj − κu + κv)
nL

k2γjγv
〈Ar(j,i)baAr∗(v,u)dc〉sinc

(
(γi + γj − γu − γv)

L

2

)
,

(5.60)

〈r(1)
(j,i)bar

(1)
(v,u)dc〉 − 〈r

(1)
(j,i)ba〉〈r

(1)
(v,u)dc〉 =

δ(κi − κj + κu − κv)
nL

k2γjγv
〈Ar(j,i)baAr(v,u)dc〉sinc

(
(γi + γj + γu + γv)

L

2

)
.

(5.61)

Similar results for the other blocks of the scattering matrix, as well as correlations

between different blocks also take the same form as those presented here, but with

the appropriate choice of superscripts on the A matrices and the correct signs on

the γ terms within the sinc.

5.3.2 Physical picture

In this section we shall examine in more detail some of the physical consequences of

the correlation functions discussed thus far. Although we have discussed correlations

between different field components, it is more common to work with scattered field

intensity correlation functions, which are more accessible experimentally.

Suppose that a plane wave with transverse wavevector κi and polarisation state

a ∈ {θ, φ} is incident upon the scattering medium and let 〈I(j,i)a〉 denote the mean

transmitted intensity in the direction associated with κj, defined by

〈I(j,i)a〉 = 〈t(j,i)θat∗(j,i)θa〉+ 〈t(j,i)φat∗(j,i)φa〉. (5.62)

Similarly, let 〈I(v,u)c〉 denote the corresponding mean transmitted intensity in direc-

tion κv for an incident plane wave with transverse wavevector κu and polarisation

state c ∈ {θ, φ}. For simplicity, we shall suppose that i 6= j and u 6= v, so that the

corresponding matrix elements are zero-mean. A common choice for a normalised
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intensity correlation function is [285]

CI
(j,i)a(v,u)c =

〈δI(j,i)aδI(v,u)c〉
〈I(j,i)a〉〈I(v,u)c〉

=
〈I(j,i)aI(v,u)c〉
〈I(j,i)a〉〈I(v,u)c〉

− 1, (5.63)

where δI(j,i)a = I(j,i)a−〈I(j,i)a〉 describes intensity fluctuations about the mean. The

correlation 〈I(j,i)aI(v,u)c〉 is given by

〈I(j,i)aI(v,u)c〉 = 〈(t(j,i)θat∗(j,i)θa + t(j,i)φat
∗
(j,i)φa)(t(v,u)θct

∗
(v,u)θc + t(v,u)φct

∗
(v,u)φc)〉, (5.64)

which involves terms containing the products of four different elements of the trans-

mission matrix. Writing each transmission matrix term in Eq. (5.64) in terms of its

real and imaginary parts so that, for example, t(j,i)θa = tRe
(j,i)θa + itIm(j,i)θa, allows us to

rewrite Eq. (5.64) in the form

〈I(j,i)aI(v,u)c〉 =
∑

p,q∈{Re,Im}
b,d∈{θ,φ}

〈(tp(j,i)bat
q
(v,u)dc)

2〉, (5.65)

where the terms within the sum are real quantities. Since the matrix elements are

assumed to be Gaussian, we may apply Isserlis’s theorem, a special version of which

states that if (a, b) follow a zero-mean multivariate Gaussian distribution then [242]

〈a2b2〉 = 〈a2〉〈b2〉+ 2〈ab〉2. (5.66)

Applying this theorem to Eq. (5.65) and noting that

∑
p,q∈{Re,Im}
b,d∈{θ,φ}

〈tp(j,i)bat
p
(j,i)ba〉〈t

q
(v,u)dct

q
(v,u)dc〉 = 〈I(j,i)a〉〈I(v,u)c〉, (5.67)

we find that

〈I(j,i)aI(v,u)c〉 − 〈I(j,i)a〉〈I(v,u)c〉 = 2
∑

p,q∈{Re,Im}
b,d∈{θ,φ}

〈tp(j,i)bat
q
(v,u)dc〉

2. (5.68)
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Now, making use of the fact that [279]

Ctt
(j,i)ba(v,u)dc = tRe

(j,i)bat
Re
(v,u)dc + tIm(j,i)bat

Im
(v,u)dc + i(tIm(j,i)bat

Re
(v,u)dc − tRe

(j,i)bat
Im
(v,u)dc), (5.69)

Ĉtt
(j,i)ba(v,u)dc = tRe

(j,i)bat
Re
(v,u)dc − tIm(j,i)batIm(v,u)dc + i(tIm(j,i)bat

Re
(v,u)dc + tRe

(j,i)bat
Im
(v,u)dc), (5.70)

it follows after some algebra that

CI
(j,i)a(v,u)c =

∑
b,d∈{θ,φ}

(
|Ctt

(j,i)ba(v,u)dc|2 + |Ĉtt
(j,i)ba(v,u)dc|2

)
(
Ctt

(j,i)θa(j,i)θa + Ctt
(j,i)φa(j,i)φa

)(
Ctt

(v,u)θc(v,u)θc + Ctt
(v,u)φc(v,u)φc

) . (5.71)

Finally, using Eqs. (5.56) and (5.57) and assuming independent particles, we arrive

at

CI
(j,i)a(v,u)c = δRsinc2

(
(ci − cj − cu + cv)

kL

2

)
+ δP sinc2

(
(ci − cj + cu − cv)

kL

2

)
,

(5.72)

where δR is equal to one if Eqs. (5.54) and (5.55) are satisfied and zero otherwise

and, similarly, δP is equal to one if Eqs. (5.58) and (5.59) are satisfied and zero

otherwise. ci is defined by ci = γi/k, and all other c terms are defined similarly. Note

that the domains for which δR and δP are non-zero are mutually exclusive, except

for special cases, such as i = j and u = v, which we excluded at the outset. Note

also that in deriving Eq. (5.72) we have supposed that the ‘infinities’ related to the

delta functions in the numerator and denominator cancel and that the constraints

enforced by the delta functions of the numerators now manifest in the δR and δP

factors. In reality, of course, one would be concerned with scattered field correlations,

rather than scattering matrix element correlations, and the delta functions would

be resolved by intermediate integrals, eventually resulting in the same expression as

Eq. (5.72).

Eq. (5.72), notably, shows no dependence on polarisation. Polarisation depen-

dence, if at all, must enter into the function via the amplitude matrices, which, in

Eq. (5.71) completely cancel in the numerator and denominator. This is partly

a result of our choice of correlation function, as well as the fact that the particles

are identical and independent. The polarisation properties of similar correlation
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functions will be explored in more detail in Chapter 7.

Consider first the regular correlations described by the first term of Eq. (5.72).

Since the envelope of sinc is a decaying function, regular correlations are generally

larger when the argument of the sinc is small. In fact, Eq. (5.72) suggests that

perfect correlation is achievable under the condition

ci − cj − cu + cv = 0, (5.73)

irrespective of L, remembering of course that Eq. (5.72) is only accurate in the single

scattering regime. Eq. (5.73) essentially states that the total phase change in the z

direction incurred by transmission from an incident plane wave with wavevector ki

to one with wavevector kj, is equal to the corresponding phase change by the corre-

sponding pair of waves with wavevectors ku and kv. The actual set of wavevectors

that satisfy this condition, however, is not completely trivial.

In order to better visualise solutions of Eq. (5.73), it is helpful to think of

transverse wavevectors as points in k-space. For simplicity, we shall suppose that

all wavevectors are normalised by k so that the set of all homogeneous wavevectors

lies within the unit circle |κ| = 1. Suppose that κi and κj are fixed. For example,

let κi = (0, 0) and κj = (0.5, 0). The difference between these vectors is ∆κji =

κj−κi = (0.5, 0). In order for there to be regular correlations, the pair of transverse

wavevectors κu and κv must be such that ∆κvu = κv − κu satisfies ∆κji = ∆κvu.

Note that choosing one of either κv or κu automatically determines the other, and

so there is only a single degree of freedom, which we shall take to be the position

of κu. Consider now the left panel in Figure 5.1, where ∆κji is shown by the

black arrow emanating from the origin. A choice of κu (and thus κv) for which the

memory effect condition is satisfied will be such that the resulting ∆κvu is related

to ∆κji by a simple translation in the plane. It must be remembered, however, that

κu cannot be chosen too close to the circular boundary, as this may result in the

corresponding position of κv lying outside of the circle. For a given choice of κu

and κv satisfying these conditions, there will be non-zero correlations between the

corresponding matrix blocks t(j,i) and t(v,u).

Not all possible choices of κu have equal correlation strength. As discussed, the

150



5.3 Correlation functions

Figure 5.1: Diagram of k-space depicting elliptical bands that describe positions of κu
for which the block t(v,u) has perfect regular correlation with t(j,i). In the left panel
κi = (0, 0) and κj = (0, 0.5) and in the right panel κi = (−0.7, 0.2) and κj = (0.1,−0.4).

correlation function is maximised when Eq. (5.73) holds. In terms of normalised

transverse wavevectors, this is equivalent to

√
1− |κi|2 −

√
1− |κj|2 −

√
1− |κu|2 +

√
1− |κv|2 = 0. (5.74)

For fixed κi and κj, the locus of points (kux, kuy) that satisfy Eq. (5.74), after

some algebra, can be shown to be one branch of an ellipse, which is shown in the

left panel of Figure 5.1 as a solid blue line. Regular correlations will therefore be

maximised when κu is chosen to lie on this ellipse. Some examples of such positions

for κu are demonstrated in Figure 5.1, where the orange arrows represent ∆κvu. If

κu does not lie on the ellipse, correlations will still exist, but, since the argument of

the sinc function in Eq. (5.72) will be non-zero, regular correlations will be weaker.

Regular correlations, in fact, become increasingly weak as κu is moved away from the

elliptical band. The shape of the ellipse depends on the choices for κi and κj, and

another example is shown in the right panel of Figure 5.1, where κi = (−0.7, 0.2)

and κj = (0.1,−0.4). In general, we find that the vector ∆κji is normal to the

ellipse at the point κi.

While pseudo correlations have no effect on the intensity statistics in a single

scattered direction, Eq. (5.72) shows that they manifest in the joint intensity statis-
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Figure 5.2: Diagram of k-space depicting a dashed elliptical band that describe positions
of κu for which the block t(v,u) has perfect pseudo correlation with t(j,i). The solid elliptical
band is the same as in Fig 5.1 and describes positions for κu where regular correlations
are maximally strong. In addition, κi = (−0.7, 0.2) and κj = (0.1,−0.4). For κu on the
dashed elliptical band, κv is constrained to satisfy ∆κvu = ∆κji.

tics for a pair of scattering directions. Suppose for example that κi = κu = κ0, so

that we are considering the joint statistics of different directions in a single angu-

lar intensity speckle pattern. Although δR = 0 for all choices of κu and κv apart

from κu = κv meaning no regular correlations exist between different scattering

directions, Eqs. (5.58) and (5.59) reduce to κ0 = (κj + κv)/2, which means that

the intensities of two directions whose corresponding transverse wavevectors are po-

sitioned symmetrically about κ0 are correlated. Note that this condition on the

transverse wavevectors does not imply the same constraint for the z components

of the wavevectors. In general, even when δP = 1, it will not be the case that

c0 = (cj + cv)/2, which means that pseudo correlations will generally decay with in-

creasing L, as the argument of the corresponding sinc in Eq. (5.72) will be non-zero.

Further analysis shows that correlations of this type are maximised when κ0 = 0, i.e.

normally incident light, and when κu and κv are as close to the origin as possible.

Correlations of this type are known in the field of rough surface scattering [286] and

have also been referred to as the conjugate memory effect [287].

A corresponding ellipse representing positions of κu that exhibit maximal pseudo
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correlation strength can be found by considering the argument of the sinc in the

second term of Eq. (5.72). Suppose that once again we have κi = (−0.7, 0.2) and

κj = (0.1,−0.4). The ellipse is shown in Fig. 5.2 as a dashed blue line. This time,

however, the vector ∆κvu must be directed opposite to ∆κji so as to satisfy the

condition ∆κvu = −∆κji.

If one instead derives the intensity correlation function for the reflected field,

an analogous expression to Eq. (5.72) can be derived, but which instead has a

different pattern of + and − symbols inside the sinc functions so as to accord with

Eqs. (5.60) and (5.61). This time, the corresponding set of points of maximal

regular correlations is a closed ellipse, as shown in the left panel in Figure 5.3, for

which κi = (0.1, 0.5) and κj = (0.6, 0.2). As before, if the vector κu is chosen to

lie on this ellipse, the corresponding pair of blocks of the reflection matrix will be

perfectly correlated. It is also interesting to note that the point κu = −κj, which

we shall call the reciprocal point and which is indicated in Figure 5.3, always lies

on the ellipse. If this point is chosen for κu, then it automatically follows that

κv = −κi, which means that r(v,u) = r(−i,−j), which is the block related to r(j,i)

by reciprocity. Since reciprocity enforces a deterministic relationship between r(j,i)

and r(−i,−j), regardless of the disorder of the scattering medium, these blocks must

always be perfectly correlated. It should be stressed that, although the elliptical path

is a consequence of single scattering theory, reciprocity holds under more general

conditions, including in the multiple scattering regime. The existence of perfect

correlation at the reciprocal point has been noted before in the literature, and has

been referred to as the time-reversed memory effect [288].

A similar time-reversed memory effect occurs for the transmission matrix. Un-

like the reflection matrix, however, the reciprocal counterpart to t(j,i) is t′(−i,−j),

which does not lie in the transmission matrix. Considering correlations between the

elements of t(j,i) and t′(v,u), leads to another ellipse of maximal correlations, which

is depicted by a dashed blue line in the right panel of Fig. 5.3. If κu is chosen to

lie on this path, then t(j,i) and t′(v,u) are perfectly correlated. The reciprocal point,

corresponding to the block t′(−i,−j) is again shown. As with the previous case, this

correlation is not limited to single scattering.

153



Chapter 5: Scattering matrix statistics

Figure 5.3: Diagram of k-space depicting ellipses that describe positions of κu for which
regular correlations between scattering matrix blocks are maximised. In the left figure
κi = (0.1, 0.5) and κj = (0.6, 0.2), and the ellipse shows positions of κu that maximise
regular correlations between r(j,i) and r(v,u). The reciprocal point is related to the time-
reversed memory effect, as discussed in the text. In the right figure κi = (−0.7, 0.2) and
κj = (0.1,−0.4). The dashed blue curve shows positions of κu that maximise regular
correlations between t(j,i) and t′(v,u). The reciprocal point again is related to the time-
reversed memory effect.

5.3.3 Multiple scattering

For multiple scattering, calculating the correlation functions becomes much more

difficult. Within the framework presented in this chapter, it would be necessary

to calculated correlations between terms of different scattering order, which them-

selves contained numerous sub-terms for different types of scattering sequences. A

full mathematical analysis of this problem is beyond the scope of this thesis. Nev-

ertheless we shall present some preliminary results that offer some insight towards

the multiple scattering characteristics of correlation functions of the type explored

in the preceding sections. We shall restrict our discussion to regular correlations

between different elements of the transmission matrix. The results in this section

will later be compared against simulated data in Chapter 7.

In diagrammatic theories of multiple scattering, the total correlation is the solu-

tion of the Bethe-Salpeter equation, which expresses the correlation function as an

infinite sum over all possible so-called strongly connected diagrams [241]. Although

it is infeasible to solve this equation exactly, it is common to use the ladder approx-
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imation in the weak scattering regime (kls � 1). In the ladder approximation, one

only considers correlations between pairs of scattering sequences (one for κi → κj

and one for κu → κv) that involve the same set of particles, traversed in the same

order. In addition, it is assumed that the fields within the medium that propagate

between different particles in the scattering sequences are the previously derived

mean fields, which, as shown in Eq. (5.46), decay in amplitude as they propagate.

It is the use of the decaying mean field that incorporates multiple scattering ef-

fects. The ladder approximation allows one to express the total correlation function

CL
(j,i)ba(v,u)dc as an infinite series over a different kind of scattering order. The ladder

term of order n, which we shall denote by CLn

(j,i)ba(v,u)dc, represents correlations due

to a pair of scattering sequences that share exactly n particles in common. We

therefore have

CL
(j,i)ba(v,u)dc =

∞∑
n=0

CLn

(j,i)ba(v,u)dc. (5.75)

Scattering sequences captured in the zero order term CL0

(j,i)ba(v,u)dc contain no

particles in common and the correlation function is thus given by the mean product

CL0

(j,i)ba(v,u)dc = 〈t(j,i)ba〉〈t∗(v,u)dc〉

= δ(κj − κi)δ(κv − κu)ê†b exp

(
2πnL

kγi
At

(j,i)

)
êaê

†
c exp

(
2πnL

kγu
At†

(v,u)

)
ê†c.

(5.76)

The first order term CL1

(j,i)ba(v,u)dc can be interpreted physically as single scattering of

the mean field and is sometimes referred to as ‘first order multiple scattering’ [163].

Truncating the ladder series to give the approximation CL
(j,i)ba(v,u)dc ≈ CL0

(j,i)ba(v,u)dc +

CL1

(j,i)ba(v,u)dc is also sometimes known as the distorted Born approximation [241].

To derive the first order term, we begin with the fact that, if E1 and E2 are two

scattered fields as defined in Eq. (5.50), then the ladder approximation is equivalent
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to the series [289]

〈ê†bE
1(r1)êaê

†
cE

2†(r2)êd〉 − 〈ê†bE
1(r1)êa〉〈ê†cE2†(r2)êd〉 =

n

∫
ê†bV(r1 − rp1 ,ki)U(rp1 ; ki)êaê

†
cU
†(rp1 ; ku)V

†(r2 − rp1 ,ku)êddrp1

+n2

∫
ê†bV(r1 − rp2 , rp2 − rp1)V(rp2 − rp1 ,ki)U(rp1 ; ki)êa

ê†cU
†(rp1 ; ku)V

†(rp2 − rp1 ,ku)V
†(r2 − rp2 , rp2 − rp1)êddrp1drp2

+ . . .

(5.77)

where

V(u,v) = G(u) exp

(
2πn

k2
|u|At(û, û)

)
At(û, v̂),

U(rp1 ; ki) = exp

(
2πn

kγi
(zp1 + L/2)At(κi,κi)

)
eiki·rp1 ,

(5.78)

and the vector rpm denotes the position of the m’th particle common to both scat-

tering sequences. The integrals on the right hand side of Eq. (5.78) correspond

precisely to terms of different order in the ladder approximation. Consider the first

integral on the right hand side of Eq. (5.77). We shall apply Eq. (5.10) twice, using

the vector functions

ϕ1( ̂r1 − rp1) = exp

(
2πn

k2

L/2− zp1
̂r1 − rp1 · ẑ

At( ̂r1 − rp1 , ̂r1 − rp1)

)
At( ̂r1 − rp1 ,κi)eae

iki·rp1 ,

ϕ2( ̂r2 − rp1) = e−iku·rp1e†cA
t†( ̂r2 − rp1 ,κu) exp

(
2πn

k2

L/2− zp1
̂r2 − rp1 · ẑ

At†( ̂r2 − rp1 , ̂r2 − rp1)

)
.

(5.79)
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The first integral of Eq. (5.77), which we denote I1, becomes

I1 = n

∫ [∫ ∫

ê†b exp

(
2πn

k2
(L/2− zp1)sjAt

(j,j)

)
At

(j,i) exp

(
2πn

k2
(zp1 + L/2)siA

t
(i,i)

)
êa

ê†c exp

(
2πn

k2
(zp1 + L/2)suA

t†
(u,u)

)
At†

(q,p) exp

(
2πn

k2
(L/2− zp1)svA

t†
(v,v)

)
êd

eirp1 ·(ki−kj−ku+kv)ei(kj ·r1−kv ·r2) dκjdκv
(2πk)2γjγv

]
drp1 ,

(5.80)

where si = sec(θi), with θi satisfying γi = k cos(θi), and similarly for sj, su and sv.

In order to simplify Eq. (5.80), it is necessary to perform the integral over

rp1 , which involves integrating the numerous exponentials within the integral. We

consider again the simplest case of isotropic scatterers where, for forward scattering

we have At = AI2. In addition, recalling from Section 5.2.2 that 2πnRe(A)/k2 =

−1/(2ls) and 2πnIm(A)/k2 = −1/(2lp), the integral then simplifies to

I1 = n

∫ ∫
e
− 1

4
L
ls

(si+sj+su+sv)+i 1
4

L
lp

(si+sj−su−sv)
ê†bA

t
(j,i)êaê

†
cA

t†
(v,u)êd[∫

e
iρp1
·(κi−κj−κu+κv)+zp1 [− 1

2ls
(si−sj+su−sv)+i 1

2lp
(si−sj−su+sv)]

drp1

]
ei(kj ·r1−kv ·r2) dκjdκv

(2πk)2γjγv
.

(5.81)

The integral over rp1 contained within I1 in Eq. (5.81) simplifies to

δ(κi − κj − κu + κv)(2π)2Lsinhc

(
− 1

4

L

ls
(si − sj + su − sv)+

i

[
1

4

L

lp
(si − sj − su + sv) +

kL

2
(ci − cj − cu + cv)

])
,

(5.82)

where sinhc(z) = sinh(z)/z [290] and ci = 1/si. Thus, overall, comparing Eqs.
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(5.50) and (5.81), the correlation function can be read off as

CL1

(j,i)ba(v,u)dc =δ(κi − κj − κu + κv)
nL

k2γjγv
〈At(j,i)baAt∗(v,u)dc〉

e
− 1

4
L
ls

(si+sj+su+sv)+i 1
4

L
lp

(si+sj−su−sv)

sinhc

(
− 1

4

L

ls
(si − sj + su − sv)

+ i

[
1

4

L

lp
(si − sj − su + sv) +

kL

2
(ci − cj − cu + cv)

])
.

(5.83)

It is noteworthy that Eq. (5.83) has obvious parallels with Eq. (5.56). The difference

between these equations is that Eq. (5.83) contains sinhc instead of sinc, as well as an

additional exponential term. A closer comparison can be drawn using some relatively

crude approximations. Numerical calculations for spherical particles suggest that lp

is the same order of magnitude as ls. Since we have assumed that kls � 1, we

have kL � L/ls and thus kL � L/lp. The imaginary part of the argument of

the sinhc function is therefore dominated by the latter term. Suppose now that all

four wavevectors are close to the optical axis, so that ci, cj, cu, cv are all close to

unity. For scattering media that are not too thick, say on the order of up to five

mean free paths, L/(4ls) will be on the order of 1 and we may approximate the real

part of the argument of the sinhc function to be zero. Finally, using the identity

sinhc(iz) = sinc(z), the sinhc function simplifies to sinc(kL/2(ci−cj−cp+cq)), which

appears in the single scattering result in Eq. (5.56). We also have si+sj+sp+sq ≈ 4,

which simplifies the exponential term to yield the approximation

CL1

(j,i)ba(v,u)dc ≈ δ(κi − κj − κu + κv)
nL

k2γjγv
〈A(j,i)baA

∗
(q,p)dc〉

sinc
(

(γi − γj − γu + γv)
L

2

)
e−

L
ls .

(5.84)

What is noteworthy is that Eq. (5.84) is identical to the single scattering result, save

for an additional exponential term, indicating that the correlation function decays

with medium thickness. The normalised intensity correlation function that would

result from Eq. (5.84), as discussed in the previous section, would also exhibit the
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same elliptical bands in k-space as the single scattering theory.

5.4 Near field scattering

In deriving the results in this chapter we have made heavy use of the identity Eq.

(5.10), which is valid only in the far field of a scatterer. This is appropriate under

the assumptions that the scatterers are sparsely distributed within the scattering

medium and that the source and observation point lie in the far fields of all the

scatterers. If either of these assumptions is violated, as may be the case for dense

particulate media, when the scattering medium is illuminated by an evanescent

wave, or when the scattered field is measured close to the boundary of the scattering

medium, Eq. (5.10) is no longer applicable. In fact, the expression for the Green’s

function G and the whole concept of the far field amplitude matrix A, both of

which first appeared in the Foldy-Lax equations, are inappropriate for near field

scattering. Extending the statistical theory in this chapter to incorporate near field

scattering therefore requires an alternative mathematical approach, which will be

briefly discussed in this section.

More general formulations of the Foldy-Lax equations that make use of the so-

called transition dyadic are able to incorporate evanescent fields [291, 292]. Ex-

pressed in this form, the resulting theories, however, are not immediately translat-

able into the formalism presented in this chapter. An alternative approach makes

use of the T-matrix theory, which, as shall be seen, will allow us to formulate the

scattering of evanescent waves by redefining the amplitude matrix in a more general

form, after which the results of this chapter can then be applied, naturally with

some caveats that shall be discussed. This approach is based on the use of the

electromagnetic multipole fields, which we shall proceed to define rigorously. Most

of the mathematical notation used in this chapter is based upon the work in Refs.

[293, 294].

To begin, we define the spherical harmonic Y m
l as

Y m
l (θ, φ) =

√
(2l + 1)(l −m)!

4π(l +m)!
Pm
l (cos θ)eimφ, (5.85)
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where Pm
l is the associated Legendre polynomial of degree l and order m. The

parameters θ and φ refer to the polar and azimuthal angle in spherical polar coor-

daintes. The spherical harmonics constitute a complete set of functions defined on

the unit sphere and are orthonormal in the sense that∫ 2π

0

∫ π

0

Y m
l (θ, φ)Y m′∗

l′ (θ, φ) sin θdθdφ = δll′δmm′ . (5.86)

In order to describe vectorial fields, we require the vector spherical harmonics Ym
l ,

which are defined by

Ym
l (θ, φ) = LrY m

l (θ, φ) = −ir×∇Y m
l (θ, φ), (5.87)

where Lr = −ir×∇ is the so-called ‘orbital angular momentum operator’ in r space.

The vector spherical harmonics form an orthogonal set of functions, this time in the

sense that ∫ 2π

0

∫ π

0

Ym
l (θ, φ) ·Ym′∗

l′ (θ, φ) sin θdθdφ = l(l + 1)δll′δmm′ . (5.88)

The vector spherical harmonics, together with the corresponding collection of func-

tions r̂×Ym
l , form an orthogonal basis for all well-behaved functions defined on and

tangential to the unit sphere. For practical purposes, it can be useful to express the

vector spherical harmonics in Cartesian coordinates using the identity [293]

Ym
l (θ, φ) = a−Y

m+1
l (θ, φ)u− + a+Y

m−1
l (θ, φ)u− +mY m

l (θ, φ)ẑ, (5.89)

where

a± =
√

(l ±m)(l ∓m+ 1), (5.90)

u± =
1

2
(x̂± iŷ), (5.91)

and x̂, ŷ and ẑ are the usual Cartesian basis vectors.
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We define the scalar multipole fields as

Λm
l (r) = jl(kr)Y

m
l (θ, φ), (5.92)

Πm
l (r) = h

(1)
l (kr)Y m

l (θ, φ), (5.93)

where jl is the spherical Bessel function of the first kind and h
(1)
l is the spherical

Hankel function of the first kind. Using these, we may define the electromagnetic

multipole fields as

Mlm =
1√

l(l + 1)
∇×

(
rΠm

l (r)
)
, (5.94)

Nlm =
1

k
√
l(l + 1)

∇×
[
∇×

(
rΠm

l (r)
)]
, (5.95)

RgMlm =
1√

l(l + 1)
∇×

(
rΛm

l (r)
)
, (5.96)

RgNlm =
1

k
√
l(l + 1)

∇×
[
∇×

(
rΛm

l (r)
)]
. (5.97)

Note that the fields RgMlm and RgNlm are regularised (finite) at the origin, whereas

the fields Mlm and Nlm diverge, since |h(1)
l (kr)| → ∞ as r → 0.

Suppose that a scatterer of arbitrary shape is situated at the co-ordinate origin

and let R be the radius of the smallest sphere that circumscribes the scatterer.

Suppose also that the scatterer is illuminated by the incident field as defined in Eq.

(5.1), which may now be an evanescent plane wave (corresponding to |κi| > k). The

incident field can be expanded in terms of the regularised multipole fields RgMml

and RgNml in the form

Ei(r) =
∞∑
l=1

m=l∑
m=−l

[
almRgMlm(r) + blmRgNlm(r)

]
, (5.98)

where alm and blm are given by [294]

alm = i
4πil√
l(l + 1)

Ym∗
l (θi, φi) · E0, (5.99)

blm =
4πil√
l(l + 1)

[
ûi ×Ym

l (θi, φi)
]∗
· E0, (5.100)
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where ûi = ki/k is the normalised incident wavevector and (θi, φi) are the polar

co-orindates associated with ûi. The scattered field Es, on the other hand, can be

expressed as an infinite sum of the multipole fields Mlm and Nlm in the form

Es(r) =
∞∑
l=1

m=l∑
m=−l

[
plmMlm(r) + qlmNlm(r)

]
, (5.101)

where plm and qlm are constants. The coefficients plm and qlm are related linearly to

alm and blm by the elements of the T-matrix. Writing these relations explicitly, we

have

plm =
∞∑
l′=1

l′∑
m′=−l′

(
T 11
lml′m′al′m′ + T 12

lml′m′bl′m′
)
, (5.102)

qlm =
∞∑
l′=1

l′∑
m′=−l′

(
T 21
lml′m′al′m′ + T 22

lml′m′bl′m′
)
, (5.103)

where the T-matrix elements T ijlml′m′ depend only on the physical characteristics of

the scatterer and are independent of the propagation directions and polarisation

states of the incident and scattered fields. The T-matrix elements can be computed

numerically. For a more detailed discussion, we refer the interested reader to Ref.

[294].

In order to relate the multipole expansion of the scattered field to the scattering

matrix, it is necessary to expand the electromagnetic multipole fields as angular

spectra. For |z| > R, the electromagnetic multipole fields can be expressed as [293]

Mlm(r) =
(−i)l√
l(l + 1)

1

2π

∫ π

−π

∫
C±

Ym
l (θ, φ)eikû·r sin θdθdφ, (5.104)

Ne
lm(r) =

(−i)l√
l(l + 1)

i

2π

∫ π

−π

∫
C±

û×Ym
l (θ, φ)eikû·r sin θdθdφ, (5.105)

where û is a unit vector with polar co-ordinates (θ, φ) and C± are the integration

contours shown in Figure 5.4. The contour C+ applies for z > R and C− applies for

z < −R. It is important to stress that while the condition |z| > R ensures that the

angular spectra are taken outside of the scatterer, we do not require r to be in the

far field of the scatterer. Combining Eqs. (5.101), (5.104) and (5.105), the scattered
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Figure 5.4: Integration contours for the angular spectrum representations of the scattered
field. The blue path shows C+ and the red path shows C−.

field can be expressed as

Es(r) =
1

2π

∫ π

−π

∫
C±

∞∑
l=1

l∑
m=−l

(−i)l√
l(l + 1)

[
plmYm

l (θ, φ)+iqlmû×Y(θ, φ)
]
eikû·r sin θdθdφ,

(5.106)

which is an angular spectrum representation of the scattered field.

To draw a comparison with the far field theory, we begin by noting that Eq.

(5.106) can be written in the form

Es(r) =
1

2π

∫ π

−π

∫
C±

B(û, ûi)E0e
ikû·r sin θdθdφ, (5.107)
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where, after making use of Eqs. (5.102) and (5.103),

B(û, ûi) =
∞∑
l=1

l∑
m=−l

∞∑
l′=1

l′∑
m′=−l′

4πil
′−l√

l(l + 1)l′(l′ + 1)

[
iT 11
lml′m′Y

m
l (θ, φ)[Ym′

l′ (θi, φi)]
†

+T 12
lml′m′Y

m
l (θ, φ)[ûi ×Ym′

l′ (θi, φi)]
†

−T 21
lml′m′ [û×Ym

l (θ, φ)][Ym′

l′ (θi, φi)]
†

+ iT 22
lml′m′ [û×Ym

l (θ, φ)][ûi ×Ym′

l′ (θi, φi)]
†

]
.

(5.108)

The matrix B, similarly to A, relates the polarisation state of the incident wave with

wavevector ki to the plane wave component of the scattered field with wavevector k.

For B, however, ki and k, may be wavevectors of evanescent plane wave components.

Eq. (5.107) may be expressed in terms of the transverse wavevector κ by making

the change of variables (θ, φ)→ (kx, ky), for which the Jacobian is given by

sin θdθdφ =
dkxdky
kγ

. (5.109)

For z > R we have

Es(r) =

∫
R2

1

2πk|γ|
B(û, ûi)E0e

i(κ·ρ+γz)dκ, (5.110)

and for z < −R

Es(r) =

∫
R2

1

2πk|γ|
B(˜̂u, ûi)E0e

i(κ·ρ−γz)dκ, (5.111)

where û = (kx, ky, γ)T/k and ˜̂u = (kx, ky,−γ)T/k. The evaluation of B(û, ûi) and

B(˜̂u, ûi) requires the evaluation of Ym
l (û) and Ym

l (˜̂u). By virtue of Eq. (5.89), it

is required that we are able to evaluate the scalar spherical harmonics Y m
l (û) and

Y m
l (˜̂u). It is straightforward to show, however, that

Y m
l (û) =

√
(2l + 1)(l −m)!

4π(l +m)!
Pm
l (uz)

(
ux + iuy√
u2
x + u2

y

)m

, (5.112)
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and similarly for Y m
l (˜̂u), but with uz replaced by −uz. Note that for evanescent

components, the argument of the Legendre polynomial is imaginary.

A multiple scattering theory incorporating near field components requires a more

general form of the Foldy-Lax equations [295]. Such a theory is beyond the scope of

this thesis. Nevertheless, we shall show how the single scattering component of the

scattering matrix can be express in an analogous manner to the theory developed

in this chapter for far field scattering.

Using the same notation as in Section 5.1, suppose again that there are N scat-

terers within the slab confined to the region −L/2 < z < L/2 with random positions

described by vectors rp for 1 ≤ p ≤ N . Let r′p = r− rp be the position vector of the

measurement point relative to the p’th particle. The incident field can be written

as

Ei(r) = E0e
iki·r = eiki·rpE0e

iki·r′p . (5.113)

Expanding E0e
iki·r′p in terms of the regularised electromagnetic multipole fields as

in Eq. (5.98), we find that the expansion coefficients alm and blm for Ei will be as

before, but with E0 replaced by E0e
iki·rp . Furthermore, since we originally assumed

the scatterer was located at the origin, it is necessary to make the replacement

r → r′p within the integrals in Eq. (5.110) and (5.111). Overall, this has the

effect of introducing a factor of ei(ki−k)·rp into Eq. (5.110) and ei(ki−k̃)·rp into Eq.

(5.111). Summing over the scattered fields for each particle and using a j subscript

for scattered wavevectors, we finally arrive at

Es(ρ, L/2) =

∫
R2

1

2πk|γj|

N∑
n=1

Bt
p(κ̂j, κ̂i)e

i(ki−kj)·rpE0e
ikj ·rdκj, (5.114)

Es(ρ,−L/2) =

∫
R2

1

2πk|γj|

N∑
n=1

Br
p(κ̂j, κ̂i)e

i(ki−k̃j)·rpE0e
ik̃j ·rdκj, (5.115)

where

Bt
p(κ̂, κ̂i) = Bp(û, ûi), (5.116)

Br
p(κ̂, κ̂i) = Bp(˜̂u, ûi). (5.117)

165



Chapter 5: Scattering matrix statistics

The corresponding transmission and reflection matrices contained within Eqs. (5.114)

and (5.115) are virtually identical to the far field forms given in Eqs. (5.14) and

(5.16). The key differences are that the A matrix has been replaced with B and

that the domain of integration now extends to the infinite two dimensional plane.

Calculating the statistics of the near field components of the scattering matrix

in the single scattering regime is fundamentally the same as the process outlined

for the far field components. Some of the assumptions made in the far field case,

however, need to be reanalysed. Most notably, in deriving the far field scattering

matrix statistics, we assumed that the positions of the particles were distributed

jointly uniformly. Since near field scattering is only relevant in the case where

the particles are packed together with appreciable density, this assumption may no

longer be appropriate, and a more general particle distribution function may be

required. In particular, the sinc functions appearing in, for example, Eq. (5.56),

which ultimately arise due to their being the Fourier transform of a uniform prob-

ability density function, would be replaced by the corresponding Fourier transform

of the particle distribution function. Even if a uniform distribution were chosen, it

should also be noted that the arguments of the sinc functions would, in general, be

complex, as the γ term for an evanescent plane wave component is imaginary. For

a general complex number x+ iy, straightforward trigonometry shows that

|sinc(x+ iy)| =

√
cos2(x) sinh2(y) + sin2(x) cosh2(y)

x2 + y2
. (5.118)

We can therefore see that evanescent plane wave components, which will contribute

to the imaginary part of the argument of sinc, may have scattering matrix correlation

functions with large magnitudes. Physically, this is counteracted by the decaying

exponentials in the scattered field angular spectra, so that, overall, the scattered

field correlation functions remain finite.

5.5 Conclusion

In this chapter, beginning with the far-field Foldy Lax equations, we presented a the-

oretical framework for the scattering matrix that describes a random medium con-
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taining a large number of discrete particles with given physical properties. Through

repeated use of Eq. (5.10), we were able to derive expressions for the scattering

matrix elements in terms of different types of scattering sequences. We then applied

a simple statistical model to derive the mean values of the matrix elements, as well

as regular correlations and pseudo correlations between different matrix elements.

We found in Eq. (5.44) an exact exponential law for the mean transmission matrix

elements, which incorporates all scattering orders. Although a corresponding law is

not known for correlations, we found exact results for correlations between transmis-

sion and reflection matrix elements under the assumption of single scattering which

are summarised in Eqs. (5.56), (5.57), (5.60) and (5.61). Regular correlations, it

was found, exist precisely when the wavevectors corresponding to the pair of matrix

blocks being considered accord with the memory effect condition. Pseudo correla-

tions were instead found to exist provided that a corresponding conjugate memory

effect condition was satisfied. For regular transmission matrix correlations, we were

able to extend the single scattering result to Eq. (5.83), which incorporates first

order multiple scattering effects in the ladder approximation. In Section 5.3.2, we

also gave an extended discussion of the geometric nature of both regular and pseudo

correlations, specifically with regard to how the strength of the correlations depends

on the positions of the different wavevectors in k-space. Though all of these results

rested on the assumption of far-field scattering, in Section 5.4 we discussed a possi-

ble extension to our theory that is able to incorporate evanescent wave components,

which are pertinent for scattering in dense particulate media.

The results of this chapter form the basis of a theoretical understanding of the

scattering of polarised light in discrete random media. The type of analytic approach

pursued, however, is clearly limited, as moving to high order scattering terms quickly

becomes mathematically unfeasible, even when using numerous approximations. In

the following chapter, we will introduce a numerical approach for studying the statis-

tics of the scattering matrix that is able to access the multiple scattering regime. As

shall be seen, our approach will make use of the results in this chapter, particularly

those for single scattering, but will allow us to generate numerical data for random

media of arbitrary thicknesses.
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Chapter 6

Random matrix simulations

In Chapter 5, we derived exact results for the statistics of scattering matrices

describing discrete random media. These results, however, were limited to special

cases, such as the single scattering regime, or first order multiple scattering for cor-

relations between different matrix elements. A full multiple scattering theory able

to account for correlations of all scattering orders, if at all derivable, requires fur-

ther work and greater mathematical sophistication. In absence of such a theory, in

this chapter we turn to an alternative, more tractable approach, namely numerical

simulations. In particular, in this chapter we apply the theoretical framework of the

scattering matrix outlined in previous chapters and present a numerical method for

generating random scattering matrices that describe far field scattering of polarised

light by disordered media containing randomly positioned, discrete scatterers. Our

method randomly samples the propagating-propagating block of the discrete scat-

tering matrix (S̄pp in Chapter 3, which, for simplicity, shall henceforth be referred

to as just S̄) in the single scattering regime using the statistical results of Chapter

5 and accesses the multiple scattering regime using a matrix cascade technique.

We begin by outlining in detail the algorithm underpinning our simulation method.

Afterwards, we present numerical results and validate our approach by demonstrat-

ing its ability to reproduce known polarisation phenomena. We shall also show how

the random matrix theory discussed in Chapter 4 relates to the matrices generated

from our simulations. Finally, we end with a quantitative performance analysis of
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different aspects of the method and discuss some of the shortcomings and possible

avenues of future research.

The method presented in this chapter is novel and were recently presented in the

literature in Ref. [296].

6.1 Algorithm

6.1.1 Mode discretisation

To begin, since we are working with the propagating-propagating block of the dis-

crete scattering matrix, it is necessary to select a cubature scheme for the circle in

k-space of radius k that will allow us to approximate continuous angular spectra as

finite sums, as described in Section 3.3 and shown in Figure 3.2. In general, there

are many ways to achieve this, and cubature schemes are typically chosen with the

form of the function being approximated in mind [297]. For simplicity, we decided

to distribute our modes on a Cartesian grid in k space with grid spacings ∆kx and

∆ky, and whose origin aligns with κ = (0, 0). Of course, as the boundary of k space

is a circle, the interior cannot be fully tessellated by a Cartesian grid and modes

close to the boundary have associated weights not given by the product ∆kx∆ky.

To ensure that the weight for each mode is equal and that the weights are correctly

normalised, we decided to give each mode the weight w = πk2/(2Np + 1). This

value differs slightly to the product ∆kx∆ky, but this discrepancy decreases as the

number of modes increases. Some discussion of more general cubature schemes and

technical difficulties associated with them will be given in Section 6.3.4.

6.1.2 Input statistics

Let us now consider the statistics of the elements of S̄. We follow all of the as-

sumptions of Chapter 5 and suppose that the scattering medium lies in the region

−∆L/2 < z < ∆L/2, where ∆L is sufficiently small so as to satisfy the single scat-

tering approximation. This will allow us to use the single scattering results from

Sections 5.2.1 and 5.3.1 as the input statistics for our simulations.

Consider first the mean transmission and reflection matrix expressions given in
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Eqs. (5.24) and (5.25). In order to discretise these equations, we replace the Dirac

delta function with a Kronecker delta by making the substitution δ(κi−κj)→ δij/w,

where w is the constant weight associated with the cubature scheme. In light of Eq.

(3.115), however, working with the normalised scattering matrix it is also necessary

to multiply each block by an additional factor of w, meaning that overall we have

δ(κi − κj) → δij in Eqs. (5.24) and (5.25). Expressions for the mean discrete

transmission and reflection matrices are thus given by

〈t̄(j,i)〉 = δij

(
I2 +

2πn∆L

kγi
〈At

(j,i)〉

)
. (6.1)

and

〈r̄(j,i)〉 = δij
2πn∆L

kγi
sinc

(
γi∆L

)
〈Ar

(j,i)〉. (6.2)

Note that there are no additional γ factors introduced into these expressions by the

transformation given in Eq. (3.115) as the mean blocks are non-zero only for i = j.

Expressions for the covariance and pseudo covariance can be derived similarly

starting from, for example, the transmission matrix covariance given by Eq. (5.56),

which contains the delta function δ(κi−κj −κu +κv). This time we discretise the

delta function to give δ(κi−κj−κu+κv)→ δR/w, where δR = 1 when the memory

effect condition (Eqs. (5.54) and (5.55)) is satisfied and 0 otherwise. The superscript

R stands for ‘regular’, soon to be contrasted with P for ‘pseudo’. Applying again

the normalisation given by Eq. (3.115) to each transmission matrix, we find that

〈t̄(j,i)bat̄∗(v,u)dc〉 − 〈t̄(j,i)ba〉〈t̄∗(v,u)dc〉

= δR
wn∆L

k2√γiγjγuγv
〈At(j,i)baAt∗(v,u)dc〉sinc

(∆L

2
(γi − γj − γu + γv)

)
.

(6.3)
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Table 6.1: Summary of the regular and pseudo covariances of the elements of the scat-
tering matrix.

Type Block B̄ Expression

Regular t̄ δRCijuv〈At(j,i)baAt∗(j,i)dc〉sinc(L
2
(γi − γj − γu + γv))

r̄ δRCijuv〈Ar(j,i)baAr∗(j,i)dc〉sinc(L
2
(γi + γj − γu − γv))

t̄′ δRCijuv〈At
′

(j,i)baA
t′∗
(j,i)dc〉sinc(L

2
(−γi + γj + γu − γv))

r̄′ δRCijuv〈Ar
′

(j,i)baA
r′∗
(j,i)dc〉sinc(L

2
(−γi − γj + γu − γv))

Pseudo t̄ δPCijuv〈At(j,i)baAt(j,i)dc〉sinc(L
2
(γi − γj + γu − γv))

r̄ δPCijuv〈Ar(j,i)baAr(j,i)dc〉sinc(L
2
(γi + γj + γu + γv))

t̄′ δPCijuv〈At
′

(j,i)baA
t′

(j,i)dc〉sinc(L
2
(−γi + γj − γu + γv))

r̄′ δPCijuv〈Ar
′

(j,i)baA
r′

(j,i)dc〉sinc(L
2
(−γi − γj − γu − γv))

Similarly, the pseudo covariance for the transmission matrix is given by

〈t̄(j,i)bat̄(v,u)dc〉 − 〈t̄(j,i)ba〉〈t̄(v,u)dc〉

= δP
wn∆L

k2√γiγjγuγv
〈At(j,i)baAt(v,u)dc〉sinc

(∆L

2
(γi − γj + γu − γv)

)
,

(6.4)

where δP = 1 when Eqs. (5.58) and (5.59) hold and 0 otherwise.

Analogous expressions for the statistics of the other blocks of the scattering

matrix can be derived similarly. A summary of these results is given in Table 6.1,

which contains a list of expressions for the covariances and pseudo covariances of the

elements of the scattering matrix. Referring to the first column of Table 6.1, type

‘Regular’ refers to the covariance of the form 〈B̄(j,i)baB̄
∗
(v,u)dc〉 − 〈B̄(j,i)ba〉〈B̄∗(v,u)dc〉,

where B̄ denotes an arbitrary block of the scattering matrix (i.e. one of r̄, t̄, t̄′ or

r̄′). Type ‘Pseudo’ refers to the pseudo covariance of the form 〈B̄(j,i)baB̄(v,u)dc〉 −
〈B̄(j,i)ba〉〈B̄(v,u)dc〉. To save space, we define the symbol

Cijuv =
wn∆L

k2√γiγjγuγv
. (6.5)

As can be seen, expressions for each block are all similar, save for the superscript of

the A matrices and the argument of the sinc term.

In order to use the expressions for the statistics of the scattering matrix elements,

it is necessary to compute the single particle A matrix terms. In virtually all of the
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scattering literature (e.g. Refs. [1, 27, 28]), these matrices are defined with respect to

the scattering plane, rather than the local polar coordinate systems associated with

each wavevector introduced in Section 3.3. For completeness, we present here the

geometric transformations necessary to convert between these different coordinate

systems.

Consider a particular pair of incident and outgoing plane waves with wavevectors

ki and kj respectively. Let êki, êφi, êθi êkj, êφj and êθj be the associated spherical

polar vectors as defined in Eqs. (3.80)-(3.82). The vectors êki and êkj define the

scattering plane, whose unit normal vector is given by ê⊥ = (êki × êkj)/|êki × êkj|.
We then define the vectors ê‖i = ê⊥ × êki and ê‖j = ê⊥ × êkj so that (ê‖i, ê⊥i, êki)

and (ê‖j, ê⊥j, êkj) form right-handed triads. In the case that êki and êkj are parallel,

we take ê‖i = êθi, ê‖j = êθj and ê⊥i = ê⊥j = êφi.

Consider now the incident wavevector ki and let us temporarily drop the sub-

script i. The vectors êθ, êφ, ê‖ and ê⊥ all lie in the same plane with unit normal

vector given by êk. In general, however, the vectors êθ and êφ will not align with

ê‖ and ê⊥. Let α be the angle between êθ and ê‖, defined such that −π < α < π,

where α > 0 if (êθ × ê‖)/|êθ × ê‖| = êk (i.e. ê‖ is an anti-clockwise rotation of êθ

about êk) and α < 0 if (êθ × ê‖)/|êθ × ê‖| = −êk (i.e. ê‖ is a clockwise rotation of

êθ about êk). See Figure 6.1 for a graphical representation of these vectors, along

with the electric field vector E, which also lies in the same plane.

Given α, the electric field vector, which can be written as E = (Eθ, Eφ)T with

respect to the basis vectors êθ and êφ, can be transformed to E = (E‖, E⊥)T with

respect to ê‖ and ê⊥ byE‖
E⊥

 = R(α)

Eθ
Eφ

 , R(α) =

 cos(α) sin(α)

− sin(α) cos(α)

 . (6.6)

Note that conventions for the directions of the unit vectors described here are not

consistent throughout the literature. For example, in Ref [1], the normal to the

scattering plane is taken to be ê′⊥ = −ê⊥. In this case, the electric field compo-

nent perpendicular to the scattering plane is given by E ′⊥ = −E⊥. Following the
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Figure 6.1: Vectors used in scattering calculations. The vectors E, êθ, êφ, ê‖ and ê⊥ all
lie in the plane perpendicular to êk. The angle θ is positive in the diagram.

convention used in Ref [1], it can ultimately be shown thatEθj
Eφj

 = R(−αj)σz

A2 A3

A4 A1

σzR(αi)

Eθi
Eφi

 , (6.7)

where A1, A2, A3 and A4 are scattering coefficients defined with respect to the scat-

tering plane and αi and αj are the angles between êθi, ê‖i and êθj, ê‖j respectively.

Finally, the matrix A
t/r
(j,i), which is used in our simulations, is given by the product

of the five matrices in Eq. (6.7).

Once all of the covariances and pseudo covariances have been computed, their

values constitute the elements of a pair of large, complex covariance and pseudo

covariance matrices ΣR and ΣP that describe regular covariances and pseudo co-

variances between all of the elements of the scattering matrix. Since correlations

between scattering elements exist only for pairs of blocks satisfying the memory or

conjugate memory effects, these matrices will be sparse, as most of their elements

will be zero. In order to generate random scattering matrices, it is easier in practice

to generate real Gaussian variables than complex Gaussian variables. Using the

complex covariance and pseudo covariance matrices, we can form the real-valued

covariance matrix for the real and imaginary parts of the elements of the scattering
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matrix Σ using the equation [279]

Σ =
1

2

Re(ΣR + ΣP ) Im(−ΣR + ΣP )

Im(ΣR + ΣP ) Re(ΣR −ΣP )

 . (6.8)

Rather than using Σ directly to sample Gaussian random variables, it is more effi-

cient to compute the Cholesky decomposition C of Σ, generate a vector of standard,

zero-mean Gaussian random variables x, and then compute z = Cx. The vector

z computed in this manner will then contain the real and imaginary parts of the

elements of a single realisation of the scattering matrix possessing the correct reg-

ular covariances and pseudo covariances as described by ΣR and ΣP . Finally, the

non-zero mean values can be corrected for by adding to the generated matrix the

mean values described by Eq. (6.1) and (6.2).

6.1.3 Symmetrisation

A randomly generated scattering matrix will not in general satisfy the symmetry

constraints discussed in Chapter 3 (energy conservation, reciprocity and time rever-

sal symmetry). It is important however that these constraints are obeyed so that

the scattering matrices correspond to physically realisable scattering media.

In order to generate a random scattering matrix that automatically satisfies these

symmetry constraints, it is first necessary to identity a set of independent parameters

that fully capture the degrees of freedom of the matrix. These parameters may be,

for example, a subset of the matrix elements, or parameters associated with a certain

matrix decomposition. Once these parameters have been determined, the full set

of matrix elements can be uniquely determined from the constraints. Importantly,

the set of independent parameters must be chosen so that their statistics can be

related to the physical properties of the scattering medium, in our case using the

results presented in Section 6.1.2. While it is straightforward to accommodate the

reciprocity constraint, unitarity, which manifests as a large system of quadratic

equations, is far less trivial to satisfy. In theoretical studies, a commonly used set of

parameters is the generalised polar decomposition, previously shown in Eq. (3.134).

The connection between the singular vectors of the scattering matrix blocks and
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the raw elements of the scattering matrix, however, is non-trivial and unintuitive.

Furthermore, the matrices U, V, U′ and V′ appearing in Eq. (3.134) are still

unitary, and thus the problem of how to randomly sample a unitary matrix with

given statistics remains.

Instead of directly generating a random unitary matrix, an alternative strategy is

to first generate a non-unitary scattering matrix S̄′ with desired statistical properties

and to then find a unitary matrix S̄ that closely approximates S̄′. One can think

of S̄ as a ‘symmetrised’ version of S̄′. Naturally, the resulting unitary matrix S̄

from this procedure will not possess the exact same statistical properties as those

prescribed for S̄′. Provided that the matrix S̄ is sufficiently ‘close’ to S̄′ (in the sense

that ||S̄′− S̄|| is small for some choice of matrix norm), however, this issue becomes

unimportant. Given any arbitrary matrix S̄′, it is well known that the closest unitary

approximation S̄ of S̄′ is given by the unitary matrix that appears in the polar

decomposition of S̄′ [298]. More rigorously, given some arbitrary matrix S̄′, the

unitary matrix S̄ produced from this procedure minimises the value of ||S̄′− S̄|| over

the set of all unitary matrices for any unitarily invariant matrix norm. Equivalently,

if S̄′ = UΛV† is a singular value decomposition of S̄′, then the closest unitary

approximation is given by S̄ = UV†. For this reason, we shall refer to this method

as ‘SVD’.

While the SVD method yields the overall most faithful approximation of the

unsymmetrised scattering matrix in the sense just described, it is not the only way

to perform the symmetrisation. Another class of methods make use of the differential

transfer matrix discussed in Section 3.4.2. In the single scattering regime, writing

the scattering matrix in the perturbative form

S̄ =

 r̄(1) I + t̄′(1)

I + t̄(1) r̄′(1)

 , (6.9)

where r̄(1), t̄(1), t̄′(1) and r̄′(1) are the single scattering contributions to each block,

we may find expressions for the differential transfer matrix in terms of these blocks,

first by finding the transfer matrix using Eqs. (3.120)-(3.123), and then by using
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the matrix logarithm to infer the differential transfer matrix, since

ε = log(M̄) =
∞∑
n=0

(−1)n+1(M̄− I)n/n. (6.10)

Following through the algebra, we find that the blocks of the differential transfer

matrix, in terms of the scattering matrix blocks, are given by

εα = t̄(1) − 1

2

(
r̄′(1)r̄(1) + t̄(1)t̄(1)

)
+ . . . , (6.11)

εβ = r̄′(1) − 1

2

(
t̄(1)r̄′(1) + r̄′(1)t̄′(1)

)
+ . . . , (6.12)

εγ = −r̄(1) +
1

2

(
t̄′(1)r̄(1) + r̄(1)t̄(1)

)
+ . . . , (6.13)

εδ = −t̄′(1) +
1

2

(
r̄(1)r̄′(1) + t̄′(1)t̄′(1)

)
+ . . . , (6.14)

where the series continue indefinitely and involve products of increasing numbers of

matrices. In converting from the scattering matrix to the transfer matrix in deriving

Eqs. (6.11)-(6.14), we have made use of the Neumann series

(I−A)−1 =
∞∑
n=0

An. (6.15)

The convergence of the series in Eq. (6.15) is justified by the fact that A represents

the single scattering component of one of the blocks of the scattering matrix, the

elements of which are assumed to be much smaller than one in magnitude. As

progressive terms in Eqs. (3.120)-(3.123) are assumed to become increasingly small,

in practice the series may be truncated after some finite number of terms. Retaining

only the first terms of the series, it can be seen that each block of the differential

transfer matrix corresponds to a different block of the scattering matrix.

Given a collection of randomly generated r̄(1), t̄(1), t̄′(1) and r̄′(1) matrices, the

differential transfer matrix can be computed, either by performing the entire con-

version numerically, or by using the truncated series in Eqs. (3.120)-(3.123) to yield

a reasonable approximation. In Section 3.4.2, however, in particular observing the

form of Eqs. (3.192)-(3.195), it was shown that only two of the four blocks of ε are

independent. The block εα is required to be skew-Hermitian, which is not automat-
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ically satisfied by Eq. (6.11) and must therefore be enforced manually. This can be

achieved by taking the skew-Hermitian part of εα by making the transformation

εα → (εα − ε†α)/2. (6.16)

Having done this, the block εδ can be computed using the relation

εδ = (Jp ⊗Σz
1)εpp∗α (Jp ⊗Σz

1). (6.17)

It is noteworthy that the reciprocity symmetry of the matrices r̄(1), t̄(1), t̄′(1) and

r̄′(1), which is also built into their statistical properties, means that εβ and εγ au-

tomatically satisfy the reciprocity constraint given by Eq. (3.197). Furthermore,

unitarity of S̄ corresponds to requiring that εβ and εγ are a Hermitian conjugate

pair, which is not automatically enforced during random generation. There is there-

fore freedom in which of the two matrices is calculated from the scattering matrix

blocks, as any one of them fully determines the other. One can, for example, calcu-

late εβ and then specify that εγ = ε†β, foregoing the need to calculate εγ numerically.

We shall refer to this method as ‘β’. Alternatively, one can instead calculate εγ and

then specify that εβ = ε†γ, which we shall refer to as ‘γ’. Each of these approaches,

in some sense, favours one matrix over the other. A more impartial approach is to

calculate both εβ and εγ separately and make the transformations

εβ → (εβ + ε†γ)/2, (6.18)

εγ → (εγ + ε†β)/2. (6.19)

This approach, which shall be referred to as ‘Mix’, also yields a Hermitian conjugate

pair of matrices, but combines the information contained in the initial pair of εβ

and εγ matrices computed from the scattering matrix. A quantitative comparison

of the four methods outlined in this section will be given in Section 6.3.1.

6.1.4 Matrix cascade

Given the assumption of single scattering, we may only directly generate scattering

matrices for thin slabs. Matrices for slabs of arbitrary thickness, however, can
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be found by cascading many independent realisations of thin slabs. This is easily

achieved using transfer matrices, which possess the useful property that the transfer

matrix for a system composed of two contiguous slabs is given by the correctly-

ordered product of the transfer matrices of the individual slabs [7]. Specifically, if

two spatially disjoint scattering media S1 and S2, with transfer matrices M̄1 and

M̄2 respectively are positioned such that S2 is to the right of S1, i.e. z1 < z2 where

z1 and z2 are the z coordinates of the centres of the two media, then the transfer

matrix M̄ for the combined scattering medium S is given by

M̄ = M̄2M̄1. (6.20)

A corresponding composition law for scattering matrices also exists, but is more

complicated. If S̄1 and S̄2 are the scattering matrices for S1 and S2 respectively,

where

S̄1 =

r̄1 t̄′1

t̄1 r̄′1

 , (6.21)

S̄2 =

r̄2 t̄′2

t̄2 r̄′2

 , (6.22)

then the scattering matrix S̄ for S can be shown to be given by

S̄ =

r̄ t̄′

t̄ r̄′

 =

r̄1 + t̄′1r̄2Qt̄1 (J2Nk+1 ⊗ σz)(t̄2Qt̄1)T(J2Nk+1 ⊗ σz)
t̄2Qt̄1 r̄′2 + t̄2Qr̄′1t̄

′
2

 , (6.23)

where Q = (I− r̄′1r̄2)−1.

A problem with cascading matrices is that the statistical results in Section 6.1.2

are based on the assumption that the scattering medium is centred at z = 0. This

led to the emergence of the sinc factors in the expressions for the covariances and

pseudo covariances associated with the scattering matrix elements. If instead the

scattering medium were centred at an arbitrary position z = L0, these factors would

be different.

Suppose that a scattering medium is contained within the region L0 −∆L/2 <
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z < L0 + ∆L/2. Observing Eqs. (5.14) and (5.16), it is clear that only the complex

exponential terms are affected by such a shift in z coordinate. Furthermore, if t̄L0

(j,i),

t̄′L0

(j,i), r̄L0

(j,i) and r̄′L0

(j,i) are blocks of the scattering matrix for the medium centred at

the plane z = L0, then by extracting a constant exponential from each term, we

have

t̄L0

(j,i) = t̄0
(j,i)e

i(γi−γj)L0 , (6.24)

t̄′L0

(j,i) = t̄′0(j,i)e
i(−γi+γj)L0 , (6.25)

r̄L0

(j,i) = r̄0
(j,i)e

i(γi+γj)L0 , (6.26)

r̄′L0

(j,i) = r̄′0(j,i)e
i(−γi−γj)L0 , (6.27)

where t̄0
(j,i), t̄′0(j,i), r̄0

(j,i) and r̄′0(j,i) are corresponding scattering matrix blocks that

describe the same physical scattering medium if it were instead centred at the origin.

Eqs. (6.24)-(6.27) imply that

t̄L0 = ΛL0
− t̄0ΛL0

+ , (6.28)

t̄′L0 = ΛL0
+ t̄′0ΛL0

− , (6.29)

r̄L0 = ΛL0
+ r̄0ΛL0

+ , (6.30)

r̄′L0 = ΛL0
− r̄′0ΛL0

− , (6.31)

where

ΛL0
+ =


eiγ−Nk

L0 . . . 0
...

. . .
...

0 . . . eiγNk
L0

⊗
1 0

0 1

 (6.32)

and ΛL0
− = (ΛL0

+ )∗. Considering the block structure of the scattering matrix, overall

we find that

S̄L0 =

r̄L0 t̄′L0

t̄L0 r̄′L0

 = ΛL0
± S̄0ΛL0

± =

ΛL0
+ O

O ΛL0
−

r̄0 t̄′0

t̄0 r̄′0

ΛL0
+ O

O ΛL0
−

 . (6.33)

Using the Eqs. (3.120)-(3.123), it can also be shown that the blocks of the transfer
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matrix satisfy

ᾱL0 = ΛL0
− α

0ΛL0
+ , (6.34)

β̄
L0 = ΛL0

− β
0ΛL0
− , (6.35)

γ̄L0 = ΛL0
+ γ

0ΛL0
+ , (6.36)

δ̄
L0 = ΛL0

+ δ
0ΛL0
− , (6.37)

where the superscripts are defined analogously to those of the scattering matrix

blocks. It follows that

M̄L0 =

ᾱL0 β̄
L0

γ̄L0 δ̄
L0

 = ΛL0
∓ M̄0ΛL0

± =

ΛL0
− O

O ΛL0
+

ᾱ0 β̄
0

γ̄0 δ̄
0

ΛL0
+ O

O ΛL0
−

 .

(6.38)

Therefore, in order to generate a random matrix describing a scattering medium

centred at z = L0, we can first generate S̄0, whose statistics are given by the results

of Section 6.1.2, and then compute S̄L0 using Eq. (6.33).

Suppose now that a series of N scattering layers are situated with centres located

at (from left to right) L1, L2, . . . LN and let M̄Li
i denote the transfer matrix of the

i’th layer. Using Eq. (6.38), the overall transfer matrix is given by

M̄ = M̄LN
N . . . M̄L3

3 M̄L2
2 M̄L1

1

= ΛLN
∓ M̄0

NΛLN
± . . .ΛL3

∓ M̄0
3ΛL3
± ΛL2

∓ M̄0
2ΛL2
± ΛL1

∓ M̄0
1ΛL1
±

= ΛLN
∓ M̄0

N . . . M̄
0
3ΛL3−L2
± M̄0

2ΛL2−L1
± M̄0

1ΛL1
±

, (6.39)

Deriving the final line of Eq. (6.39) makes use of the identity ΛL2
± ΛL1

∓ = ΛL2−L1
± ,

which follows trivially from the definitions. In the special case L1 = 0 and Li+1−Li =

∆L for 1 ≤ i ≤ N −1, as would be the case for contiguous slabs of equal thicknesses

∆L, Eq. (6.39) can be written in the form

M̄ = ΛN∆L
∓

N∏
i=1

Λ∆L
± M̄0

i . (6.40)

Therefore, a transfer matrix for a medium of thickness N∆L can be computed by
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cascading N matrices of the form Λ∆L
± M̄0. Note that the final matrix ΛN∆L

∓ outside

of the product in Eq. (6.40) imparts global phase terms onto each 2× 2 block of M̄

(and S̄) and therefore does not alter any of the intensity or polarisation statistics of

the random matrix given by the product. If necessary, scattering at the boundaries

of the slab can also be incorporated into the matrix cascade by including additional

scattering or transfer matrices that capture the surface effects at either interface.

As shall be discussed in more detail in Section 6.3.2, it is computationally faster

to cascade transfer matrices than scattering matrices. One problem that can arise

when cascading transfer matrices, however, is that it is possible for the transfer

matrix elements to diverge numerically. This happens because the transfer matrix

group G is not a compact group [299]. Because of this, there exist sequences of

transfer matrices corresponding to physically realisable scattering media for which

the matrix elements are unbounded. While this problem does not occur for thin

scattering media, for which the corresponding transfer matrices are numerically close

to the identity matrix, in the multiple scattering regime it is common for the transfer

matrix elements to become too large to reasonably represent on a computer. It is

therefore necessary to monitor the growth of the transfer matrix elements during the

cascade process. If it is discovered that the transfer matrix elements are becoming

too large, it is required that the matrices are converted to scattering matrices, which,

by unitarity, do not suffer from the same problem. After converting to scattering

matrices, the cascade can be continued indefinitely, albeit at a slower computation

speed.

In order to access the multiple scattering regime, it is necessary to cascade at

least ∼ l/∆L transfer matrices of thin slabs, which, as shall be seen, can be on

the order of 102 matrices. Additionally, in order to compute good statistics, it is

necessary to have a large number of scattering matrices at any given thickness. This

point shall be explored in more detail in Section 6.3.3. Consequently, in total, a

large number of random matrices are required to generate data for random media

with thicknesses beyond a mean free path. To alleviate this computational burden,

we incorporated a bootstrapping approach that reuses a relatively small number of

matrices. Specifically, we generated two pools of random matrices, which we shall

refer to as the single pool and the multi pool. Working with transfer matrices, the
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single pool contains random transfer matrices describing slabs of thicknesses ∆L

centred at the origin and multiplied by the fixed propagator matrix as discussed

previously. The multi pool contains random transfer matrices describing scattering

medium of some larger prescribed thickness δL > ∆L (e.g. δL = 0.5l) and are

generated by taking random products of matrices from the single pool.

If the multi pool is sufficiently large, then in generating the multi pool it is clear

by the pigeonhole principle that some matrices from the single pool will be reused,

which may introduce unwanted statistical correlations between members of the multi

pool. Suppose that Ns and Nm are the sizes of the single and multi pools respectively

and that each member of the multi pool is generated by taking the product of N∆

elements of the single pool. Since matrix multiplication is not commutative, there

are a total of Nt = Ns!/(Ns − N∆)! different possible members of the multi pool.

This number is immensely large for any realistic choices of Ns and N∆. For example,

if Ns = 104 and N∆ = 100, then Nt ∼ 10400, which, of course, is far bigger than

any realistic size of Nm. Practically speaking, each member of the multi pool is

therefore guaranteed to be unique. While we have not conducted a full study of

the statistical implications of members of the multi pool having repeated matrices

in their products or having matrices in common with those contained within the

products of other multi pool members, numerical evidence suggest that these effects

are negligible for the number of matrices used in our simulations.

A final set of matrices independent of the pools is used to describe actual realisa-

tions of the scattering media being modelled at different thicknesses. It is this final

set of matrices that is used to calculate all the statistical data presented in this chap-

ter. This final set of matrices is initially equated to the single pool, and thus, at the

beginning of the simulation, describes an ensemble of scattering media of thickness

∆L. In order for the simulation to progress to greater thicknesses, each matrix from

this final set is multiplied by a randomly selected matrix from the multi pool, which

progresses the thickness of the scattering media described by the final set of matrices

by δL. This process can be repeated indefinitely and, after n steps, the final set

of matrices will correspond to scattering media of thickness ∆L + nδL. Using this

approach, after the single and multi pools have been generated, no further random

matrices are required, and progressing to greater thicknesses only requires matrix
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products, or the corresponding operations required to cascade scattering matrices.

6.2 Physical validation

To validate our model, we simulated two types of scattering media: one containing

spherical, optically inactive particles and one containing spherical, chiral particles

exhibiting circular birefringence. In either case, the single particle scattering prop-

erties are known theoretically (see, for example, Ref. [1]). We used a Cartesian

cubature scheme with mode spacing given by ∆kx = ∆ky = 0.1715k, which resulted

in a total of 101 modes. This means that our scattering and transfer matrices were

of size 404. We chose the wavelength λ = 500 nm and considered isotropic spheres

of three different sizes, namely x = 1, 2 and 4, where x = ka is the dimensionless

size parameter and a is the particle radius. For each particle size, we used the same

relative refractive index m = 1.2 and calculated the A
t/r/r′

(j,i) factors using Mie theory.

In addition, we performed simulations for chiral spheres of two different size param-

eters, x = 1 and 4. For both size parameters, we chose a mean relative refractive

index m̄ = 1.2 and circular birefringence 2∆m = 0.088 so that ml = m̄ + ∆m and

mr = m̄ −∆m were the relative refractive indices experienced by incident left and

right handed circular polarisation respectively.

For a given type of particle, the volume density n and slab thickness ∆L are free

parameters. It is important, however, to choose these parameters in a way that does

not violate any of the assumptions made in our model. To ensure that this was the

case, we identified three conditions that must be simultaneously satisfied. Firstly,

we require kd� 1, where d = (1/n)1/3 is a measure of the average spacing between

the particles in the medium. This condition ensures that the particles are all in the

far field of each other. Secondly, we require l/∆L� 1, which ensures that the single

scattering approximation holds since, under this constraint, the mean transmission

matrix element appearing in Eq. (5.46) will have magnitude much less than one.

Since this second condition requires that the slab thickness ∆L is small, we identified

a third condition ∆L/2a > 1 that ensures that the slab is thick enough to contain

the particles.

Instead of specifying n directly, it was simpler to start with a particle volume
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Table 6.2: Summary of the physical parameters used in simulations.

Input Calculated Parameters Physical Checks

x m ∆m n/µm−3 ∆L/µm l/µm a/nm d/µm kd ∆L/2a l/∆L

1 1.2 0 4.737 1.177 311.57 79.58 0.595 7.48 7.34 264.7
2 1.2 0 0.592 1.126 88.08 159.15 1.191 14.96 3.53 78.2
4 1.2 0 0.074 1.173 35.87 318.31 2.382 29.93 1.84 30.6
1 1.2 0.044 4.737 0.969 311.57 79.58 0.595 7.48 6.09 321.7
4 1.2 0.044 0.074 0.969 35.87 318.31 2.382 29.93 1.52 37.0

fraction φ and calculate the density via n = φ/Vp, where Vp is the volume of a

single particle. For all simulations we chose the value φ = 0.01. In specifying ∆L,

a problem we encountered was that, given the appearance of 1/γi factors in, for

example, Eq. (6.1), the numerical values of the means and covariances can become

large for grazing incidence modes. As discussed in Section 5.2.2, grazing modes

effectively see a larger thickness for the scattering medium, which, if not managed

carefully, may result in a violation of the single scattering assumption. To overcome

this problem, we set an arbitrary threshold value δ = 0.1 and demanded that the

elements of the mean transmission matrix were smaller than δ for all incident modes.

Specifically, in light of Eq. (6.1), we solved the equation δ = 2πn∆Lsmax,i/(kγi) for

∆L for 1 < i < 2Np + 1, where smax,i is the largest singular value of 〈At
(i,i)〉. We

then took the actual value of ∆L used in the simulations to be the minimum of

all these values. This method was found to give parameter sets that satisfied all of

the previously discussed conditions. A summary of all the simulation parameters

is given in Table 6.2, where each row corresponds to a different parameter set. For

chiral particles, the presented mean free path is that calculated from Mie theory for

an isotropic sphere with the same size parameter.

For each parameter set we generated the matrices t̄, r̄ and r̄′ using a multivariate

Gaussian distribution, calculating t̄′ from t̄ using Eq. (3.154). For each matrix S̄′

we computed the unitary approximation S̄ (and its associated transfer matrix M̄)

using the SVD method. To properly account for propagation along the z axis when

cascading multiple slabs, we then pre-multiplied each of these transfer matrices by

the constant matrix Λ∆L
± . These matrices constitute the single pool, which was of

size Ns = 104 for each parameter set. We generated multi pools of size Nm = 104
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Figure 6.2: Square moduli of elements of random scattering matrices describing random
media of thicknesses L/l ∼ 0.01, 2.5, 5 and 20. Matrices were generated using isotropic
spheres with size parameter x = 2.

representing scattering media of step size δL = 0.5l. Finally, for data collection, we

used a final set of matrices as previously discussed, also of size 104. Using this final

set of matrices, we progressed to a final thickness of L = 30l, collecting data at each

step.

Examples of scattering matrices are shown in Fig 6.2, which shows the square

modulus (scattering probability) of the elements of a single realisation of the scatter-

ing matrix at different thicknesses. As can be seen, for L/l ∼ 0.01, the moduli of all

of the matrix elements are virtually zero, save for the diagonal elements of the trans-

mission matrix, which are large due to the dominance of the incident field. As the
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thickness of the medium increases, the moduli of the diagonal elements decay as light

is scattered away from the incident field into other directions. Correspondingly, the

moduli of elements elsewhere within the scattering matrix gradually increase with

thickness. For L/l ∼ 20, very little light is able to penetrate through the medium,

resulting in the moduli of the elements of the transmission matrix becoming small

relative to those of the reflection matrix. In addition, the reflection matrices are

relatively isotropic, which is characteristic of multiple scattering.

In the following section we present a variety of statistical data pertinent to

polarisation, calculated from our simulations for thicknesses L ranging from the

single to multiple scattering regimes. As we have access to the entire scattering

matrix, in addition to analysing more familiar characteristics of the scattered field

in individual modes, such as the intensity and degree of polarisation, we may also

calculate parameters that are functions of larger sections of S̄, such as correlations

between different matrix blocks and the transmission eigenvalues. In all of the

following data, averages were computed over all 104 realisations of the scattering

matrix for each thickness.

6.2.1 Isotropic spheres

The following results are for optically inactive spheres whose parameters are given

in the first three rows of Table 6.2.

6.2.1.1 Transmission eigenvalues and eigenvectors

Figure 6.3(a) shows the mean transmission eigenvalue 〈τ〉 = 〈tr(t̄†t̄)〉/(4Np + 2),

where tr denotes the trace operator as a function of medium thickness. When

all incident light is transmitted, regardless of incident mode or polarisation state,

〈τ〉 = 1, whereas 〈τ〉 = 0 when no light is transmitted. By conservation of energy,

a decrease in 〈τ〉 must be compensated for by an increase in the mean reflection

eigenvalue 〈ρ〉 = 1 − 〈τ〉 = 〈tr(r̄†r̄)〉/(4Np + 2). The key characteristics of Figure

6.3 are that 〈τ〉 decreases monotonically with increasing medium thickness, as is

known to occur for isotropic systems [3], and that the rate of decrease is smaller

for larger size parameters. The dependence on particle size can be explained by

single particle scattering anisotropy: larger particles preferentially scatter light in
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Figure 6.3: (a) Mean transmission as a function of thickness for size parameters x = 1, 2
and 4. Fitting curves are of the form 〈τ〉 = (1+L/αl)−1, where α was calculated from the
data points. (b) Probability density functions of transmission eigenvalues for thicknesses
L/l = 1, 5 and 30 for size parameter x = 2.

the forward direction, which results in a slower decay rate for 〈τ〉. In Ref. [300], it

was found that in a quasi-one dimensional system with isotropic scattering, to lowest

order, the mean transmission eigenvalue decays as 〈τ〉 = (1+L/l)−1. We found that

our curves were reasonably well fit by functions of the form 〈τ〉 = (1+L/αl)−1, where

α is a fitting parameter given by 4.02, 13.25 and 37.51 for x = 1, 2 and 4 respectively.

Physically, αl can be interpreted as a length scale over which the random medium

scatters isotropically, similar to the transport mean free path lt = l/(1 − g) [17].

We found however that our value for α was larger than 1/(1− g). To explain this,

we note that the expression 1/(1− g) only accounts for randomisation of direction,

whereas α also incorporates isotropisation of polarisation state.

Figure 6.3(b) shows the probability density function for the transmission eigen-

values of scattering matrices at thicknesses L/l = 1, 5 and 30 for size parameter

x = 2. The distribution transitions from being highly peaked at τ = 1 for small

thicknesses to highly peaked at τ = 0 for large thicknesses. Notably, even for the

largest thickness L/l = 30, there still exist channels for which τ = 1. These open

eigenchannels are well known and have been studied extensively, both theoretically

and experimentally, particularly for scalar waves [3, 6]. In our simulations however,

these eigenchannels also have a specific polarisation structure. In order to construct
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such an eigenchannel experimentally, such as in a wavefront shaping experiment, it

would be necessary to control both the relative intensity and polarisation state of

each plane wave component of the incident field. Considering the eigenchannel with

largest transmission, we found that altering the polarisation state of any individual

plane wave component while keeping its relative intensity constant resulted in a de-

crease of the total transmitted intensity. Careful control of the incident polarisation

state may therefore lead to enhanced transmission over the case of scalar waves.

We found similar behaviour for x = 1 and 4, but the rate at which the distribution

evolves with thickness is greater for x = 1 and smaller for x = 4, as expected due

to scattering anisotropy.

Figures 6.4 and 6.5 show the statistics of the polarisation structure of the max-

imally and minimally transmitting eigenchannels for different scattering medium

realisations of different thicknesses for the parameter set for which x = 2. These

eigenchannels can be calculated numerically as the singular vectors of the transmis-

sion matrix with largest and smallest singular values. In general, the eigenchannels

are composed of a collection of plane waves, each travelling in different directions

and with different polarisation states. For each realisation, we computed the total

Stokes vectors (S0, S1, S2, S3)T of these eigenchannels, summed over different plane

wave directions. It should be noted that for different plane wave components, since

the electric field vibrates within a different plane, these parameters must be calcu-

lated with respect to the local coordinate systems associated with each plane wave

component. Given the total Stokes vectors, we then computed the degree of linear

polarisation and degree of circular polarisation, which are defined by
√
S2

1 + S2
2/S0

and |S3|/S0 and respectively. These quantities were then averaged over different

matrix realisations, and the distributions are presented in Figures 6.4 and 6.5. The

polarisation structures of a selection of example singular vectors are also presented

as circular insets. These circles, which represent the region of k-space bounded by

the circle of radius k, show Lissajous figures for the polarisation states of plane

wave components whose wavevectors lie at the position in the k-space occupied by

the curve. The colours red and black differentiate elliptical polarisation states of

opposite helicity.

The distributions within Figures 6.4 and 6.5 reveal that the eigenchannels do not
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Figure 6.4: Probability distributions for the degrees of linear and circular polarisation
associated with the mean Stokes vectors averaged across different scattering directions
for the maximally transmitting eigenchannel. Different rows correspond to different sim-
ulation parameter sets, as indicated by the text contained within. Sample polarisation
profiles are presented within the figures, showing Lissajous polarisation curves of different
plane wave components.
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Figure 6.5: As Figure 6.4, but for the minimally transmitting eigenchannels.

possess trivial, isotropic distributions of polarisation states. The most interesting

behaviour can be observed in Figure 6.5, which shows data for the minimally trans-

mitting eigenchannel. In the left column of Figure 6.5, which shows the statistics

of the degree of linear polarisation, it can be seen that for small thicknesses, the
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minimally transmitting eigenchannel (maximally reflected incident waves) tend to

have a large number of relatively linear polarisation states throughout their wave-

fronts. This can also be observed in the sample singular vectors presented within

the panels, which generally show a large number of linear states. With regard to

the degree of circular polarisation, it can be seen that the statistics in the multiple

scattering regime (L/l ∼ 10) show dependence on particle size. In particular, there

tends to be a larger number of relatively circular polarisation states for the x = 4

than for x = 1. While further analysis is necessary to fully appreciate the intricacies

of the polarisation structures of the transmission eigenchannels, these results are,

to our knowledge, some of the earliest demonstrations of their kind, and further

highlight the importance of controlling the polarisation state of light in scattering

experiments.

6.2.1.2 Scattered intensity

Figures 6.6(a) and (b) show the mean plane wave intensity 〈I〉 in a selection of

outgoing modes for a normally incident plane wave and size parameters x = 1

and 2. We focused our attention on four different modes: the transmitted wave

parallel to the incident field (forward transmission, or FT); the transmitted wave

for which κ/k ≈ (3∆kx, 0)T (oblique transmission, or OT); the reflected wave for

which κ/k = (3∆kx, 0)T (oblique backscattering, or OB) and the backscattered wave

propagating in the opposite direction to the incident field (direct backscattering, or

DB). For each mode, 〈I〉 was calculated by taking the ensemble average vector norm

of the first column of the appropriate matrix block.

Observing FT in Figure 6.6(a), we see that 〈I〉 decays exponentially, but the

decay rate changes at around L/l ∼ 10, becoming smaller for large thicknesses. The

initial exponential decay is consistent with the intensity computed from Eq. (5.46),

which is shown in the figure as a black line. For larger thicknesses, the change in

decay rate occurs as there is an increasing amount of light scattered back into the

forward direction. The notable bend in the decay curve can therefore be thought of

as a transition to the multiple scattering regime. Before this transition occurs, our

data points are systematically larger than those predicted by the black line, which

we attribute to numerical inaccuracies stemming from our discretisation.
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Figure 6.6: Mean intensity as a function of thickness for size parameters (a) x = 1 and
(b) x = 2. The intensity is shown in four different outgoing modes: forward transmission
(FT), oblique transmission (OT), oblique backscattering (OB) and direct backscattering
(DB). A visual aid is provided in (a).

Looking at OT in Figure 6.6(a), for small thicknesses we see that the intensity is

small and increases with thickness. In this regime, scattering is weak and intensity

increases as more light is scattered away from FT and into OT. For large thicknesses,

the intensity behaviour is similar to FT, settling on a limiting decay trajectory. The

behaviour in reflection is conjugate to that of transmission. In OB, the intensity

is initially small, but increases monotonically. The same behaviour is observed in

DB, but the intensity values are ∼ 1.8 times larger. This intensity enhancement

is a signature of the coherent backscattering effect, which emerges naturally in our

simulations from the reciprocity symmetry of the scattering matrices. This enhance-

ment is less than ideal (a factor of 2), which we attribute to the fact that each mode

occupies a non-zero size in k-space and thus needs to account for scattering over

a non-zero solid angle. Figure 6.6(b) shows similar trends to Figure 6.6(a). The

most notable differences between the two are that the reflected intensities increase

at slower rates and the transmitted intensities decay at a slower rate, both of which

are also a result of scattering anisotropy.
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Figure 6.7: Degree of polarisation as a function of thickness for incident linearly (×
markers) and circularly (◦ markers) polarised light and size parameters x = 1 (blue), 2
(orange) and 4 (green) in (a) forward transmission (FT), (b) oblique transmission (OT),
(c) oblique backscattering (OB) and (d) direct backscattering (DB).

6.2.1.3 Degree of polarisation

In Figure 6.7, we show the degree of polarisation in the same four modes discussed

in Section 6.2.1.2 for both a linearly and circularly polarised, normally incident

plane wave. As discussed in Chapter 4, the degree of polarisation can be found

by calculating the ensemble average Mueller matrix for each mode, from which the

average scattered Stokes vector for different incident polarisation states, and thus

the degree of polarisation, can be deduced.
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Figure 6.7(a) shows the degree of polarisation versus thickness in FT. As is

evident from the graph, the degree of polarisation decays more slowly for larger

particles, regardless of the incident polarisation state. Furthermore, for x = 1, we

see that linear polarisation better preserves its degree of polarisation over greater

thicknesses than circular polarisation, but the opposite is true for x = 2 and 4.

This phenomenon is a manifestation of the polarisation memory effect discussed in

Chapter 2. A similar trend can be observed in Figure 6.7(b), which shows the degree

of polarisation in OT. The most notable difference is that, particularly for x = 1,

the degree of polarisation begins to decay immediately, as opposed to at L/l ∼ 5

for FT. This is due to the presence of the incident field in FT and absence thereof

in OT.

The behaviour of the degree of polarisation in OB, as shown in Figure 6.7(c) is

much more interesting. The most obvious feature is that the degree of polarisation

retains a residual, non-zero value as L/l → ∞ for all particle sizes and polarisa-

tion states. This residual degree of polarisation can be explained by noting that

in reflection, unlike transmission, a significant contribution to the total field comes

from low-order scattering sequences that occur close to the medium’s surface [301].

Another striking feature is the non-monotonicity of the degree of polarisation for cir-

cular polarisation and size parameters x = 2, 4 (and the absence of such behaviour

for x = 1). Specifically, the degree of polarisation can be seen to dip to a min-

imum value before increasing again and settling on a limiting value. This occurs

at L/l ∼ 0.5 for x = 2 and at L/l ∼ 6.5 for x = 4. There is also a non-trivial

dependence between the limiting degree of polarisation value, size parameter and

incident polarisation state.

To explain some of these phenomena, we note that, roughly speaking, the re-

flected field is the sum of three types of contributions: low scattering order contri-

butions from scattering sequences occurring close to the medium’s surface (type I);

polarisation-randomising, high order scattering contributions from long, circuitous

sequences deep within the medium (type II) and polarisation-maintaining, high order

scattering contributions from long, largely forward-directed sequences deep within

the medium (type III). As type I contributions occur near the slab boundary, their

overall magnitude should be largely independent of thickness. The latter two con-
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tributions, however, should increase in magnitude with thickness.

For x = 1, since large angle scattering is more probable than for x = 2 or 4, type

I contributions dominate the total backscattered field for all thicknesses. The degree

of polarisation decays relatively slowly as type II contributions gradually increase

with thickness, which give a polarisation-randomising background. As scattering is

relatively isotropic, type III contributions are comparatively weak and thus less rele-

vant. To verify this claim, we observed distributions of scattered polarisation states

over the Poincaré sphere for different thicknesses. We found that for all thicknesses,

these distributions remained concentrated at the polarisation state that would re-

sult from a single backscattering event, with an increasing isotropic background for

larger thicknesses.

The situation is different for x = 2 and 4. Since larger particles scatter more

strongly in the forward direction, type I contributions, which require large angle

scattering events, are comparatively much weaker. For incident linearly polarised

light, type I and III contributions both tend to preserve the incident polarisation

state. Although type I contributions are weaker for x = 4 than x = 2, type III con-

tributions are greater for x = 4 than x = 2. There is thus a non-trivial relationship

between the relative magnitudes of these contributions as particle size changes, the

exact balance of which dictates the non-monotonicity of the limiting value of the

degree of polarisation for linear polarisation.

For x = 2 and 4, the situation is again different for incident circularly polarised

light. While type III contributions maintain incident helicity, type I contributions

result in a helicity flip. Therefore, in transitioning from small to large thicknesses,

the distribution of scattered states on the Poincaré sphere must transition from be-

ing highly focused at the helicity flipped pole (a single scattering, type I dominant

regime) to being relatively isotropic, but concentrated at the pole with the same

helicity as the incident field (a multiple scattering, type III dominant regime). Al-

though both of these extremes correspond to relatively large values for the degree

of polarisation, in performing this transition, there is an intermediate thickness at

which the distribution of scattered states on the Poincaré sphere shows no prefer-

ence for either pole, in which case the degree of polarisation is small. It is precisely

this thickness that corresponds to the dips in the degree of polarisation. The dip
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is more obvious for x = 4 than x = 2 and occurs at a larger thickness because

photons are able to penetrate further into the medium for x = 4 before their direc-

tions are randomised. This behaviour has been observed experimentally in oblique

backscattering from suspensions of polystyrene spheres [302].

As a final remark, we note that in Figure 6.7(d), which shows similar trends to

Figure 6.7(c), the degree of polarisation tends to values close to 1/3 for x = 2 and 4.

This is the value predicted for scattering matrices drawn from the circular orthogonal

ensemble in the direct backscattering direction, as discussed in Section 4.1.1 [246].

For x = 1, the dominance of type I contributions to the reflected field means that

the phase function of the slab better resembles that of the individual particles in the

medium, which is not isotropic. This may explain why the degree of polarisation for

x = 1 deviates strongly from this value, particularly for incident circularly polarised

light. The assumption of isotropic scattering, which is necessary for the circular

ensemble to be an appropriate model, is better satisfied at large thicknesses for

x = 2 and 4, whose scattered fields are dominated by multiply scattered light.

6.2.1.4 Diattenuation and retardance

An additional pair of parameters that can be useful in assessing the polarimetric

properties of a scattering medium are diattenuation and retardance, which were

defined previously in Section 4.1.2. As we have access to the full scattering matrix,

these can computed for any 2 × 2 block using the polar decomposition. Unlike

the degree of polarisation, which is dependent on the incident polarisation state,

diattenuation and retardance are computed from the entire 2× 2 block.

Figure 6.8(a) shows a heat map of probability density functions for diattenua-

tion D in FT at different thicknesses for x = 1. The values of the color bar are

dimensionless and represent probability density. The color bar values are accurate

for thicknesses beyond 10l, but are saturated for shorter thicknesses in a small re-

gion close to the origin as outlined by the dashed contour. In this region, D is

strongly peaked close to 0, as a weakly scattering medium, which largely preserves

the incident field, cannot be strongly diattenuating. In Figure 6.8(b), density func-

tions for a selection of thicknesses as indicated by the horizontal dashed lanes in

Figure 6.8(a) are shown more clearly. As can be seen, the diattenuation density
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Figure 6.8: Diattenuation and retardance histograms for size parameter x = 1 in forward
transmission. (a) shows a heatmap of probability distribution functions for diattenuation
at different thicknesses. The dashed contour close to the origin indicates a region in which
the colors are saturated and the probability density is greater than 3. (b) shows a selection
of histograms corresponding to horizontal cross-sections of data in (a). (c) and (d) show
analogous data for retardance, with the dashed contour in (c) showing a region for which
the probability density is greater than 1.

function transitions from being a delta function p(D) = δ(D) at L = 0 to a lim-

iting distribution given by p(D) = 3D2 as L → ∞. This limiting distribution is

precisely that predicted by a random 2 × 2 matrix of uncorrelated, complex Gaus-

sian entries, and is consistent with the α = 2 case of Eq. (4.28). The transition

of the diattenuation distribution is therefore related to the decorrelation of the el-

ements of the scattering matrix. Figures 6.8(c) and 6.8(d) show analogous data

for retardance in FT. Qualitatively, the behaviour is similar to diattenuation and

the density function makes a similar transition from p(R) = δ(R) to the limiting

distribution p(R) = 2 sin2(R/2)/π, which is is consistent with the α = 2 case of Eq.

(4.23). For small thicknesses, we found that the distributions of the diattenuation

and retardance vectors were concentrated at polarisation states expected from single

scattering theory. These distributions however became isotropic over the Poincaré
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Figure 6.9: As per Figure 6.8, albeit for scatterers with size parameter x = 4 and direct
backscattering (DB). Dashed contours in (a) and (c) demarcate regions for which the heat
map has been clipped for probability densities ≥ 2 and ≥ 1 respectively.

sphere for large thicknesses, meaning that no particular polarisation state is pref-

erentially scattered on average in the large thickness limit. For individual medium

realisations, however, as diattenuation tends to be quite large (〈D〉 = 0.75), there

will exist random polarisation states that are transmitted much more strongly than

others.

Figure 6.9 shows a similar set of plots to those of Figure 6.8, but for particle

size x = 4 and for DB. The main differences between Figures 6.8 and 6.9 are the

behaviour of retardance, the rates of evolution of the density functions and the

limiting probability density functions. As shown in Figures 6.9(a) and 6.9(b), owing

to the absence of the incident field, the diattenuation distribution tends to the

circular ensemble limiting distribution (this time given by the α = 1 case of Eq.

(4.28), p(D) = 2D) at a shorter thickness. In Figure 6.9(c), for small thicknesses,

the retardance is peaked close to R = π, which is the value expected by single

particle backscattering. The retardance distribution evolves to the α = 1 case of
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Figure 6.10: Mean intensity as a function of thickness for size parameter x = 4 and
incident (a) left and (b) right circular polarisation. The intensity is shown in four dif-
ferent outgoing modes: forward transmission (FT), oblique transmission (OT), oblique
backscattering (OB) and direct backscattering (DB). A visual aid is provided in (a).

Eq. (4.23), namely p(R) = sin(R/2)/2 at larger thicknesses, as can be seen in Figure

6.9(d). The fact that these limiting densities differ to those in Figure 6.8 is another

peculiarity of the DB direction.

6.2.2 Chiral spheres

The following results are for chiral spheres, whose parameter sets are given in the

final two rows of Table 6.2. For these particles, since the mean free path depends

on the incident polarisation state, to better illustrate the polarisation dependence

of the statistics of the scattered field we decided to normalise the medium thickness

L by the mean free path calculated for an optically inactive sphere with the same

size parameter.

6.2.2.1 Transmission and reflection

Figures 6.10(a) and 6.10(b) show the mean scattered intensity for chiral spheres with

size parameter x = 4 for incident left handed circularly polarised light (LHC) and

right handed circularly polarised light (RHC) respectively. While the overall trends

closely resemble those in Figure 6.6, there is now a clear polarisation dependence.

As was the case with the isotropic spheres, much of the behaviour can be explained
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Figure 6.11: DoP as a function of thickness for incident linearly polarised light (LIN), left
handed circularly polarised light (LHC) and right handed circularly polarised light (RHC)
for size parameters x = 1 (H markers) and 4 (N markers) in outgoing modes (a) forward
transmission (FT), (b) oblique transmission (OT), (c) oblique backscattering (OB) and
(d) direct backscattering (DB).

through consideration of scattering anisotropy. LHC, which is more preferentially

forward scattered than RHC, decays slower in FT. For RHC, the mean intensity is

correspondingly larger in the backscattering directions. Similar behaviour was seen

for size parameter x = 1.
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6.2.2.2 Degree of polarisation

The degree of polarisation statistics for chiral spheres of size parameters x = 1 and

4 (indicated by downward and upward pointing triangles respectively) are shown

in Figure 6.11. We have included three different incident polarisation states: LHC,

RHC and LIN, the last of which refers to incident linearly polarised light. The

trends we see are similar to those for isotropic spheres in Figure 6.7, but with a

few interesting differences. In Figure 6.11(a), a dip in the degree of polarisation

can now be seen in FT for RHC and x = 1. For isotropic spheres, these dips in

the degree of polarisation were only present in reflection for larger spheres. We can

explain this phenomenon however by invoking a similar argument to before. For

RHC and a thin medium, the distribution of scattered polarisation states on the

Poincaré sphere was sharply peaked at the pole corresponding to RHC. For large

thicknesses, however, we found that this distribution transitioned to one that was

relatively isotropic, but with a slight concentration towards the LHC pole due to the

particle chirality. Thus, as before, in transitioning between these two distributions,

there exists an intermediate thickness at which the degree of polarisation attains a

minimum value. This does not occur for incident LHC, as the initial distribution

of scattered states is already concentrated at the LHC pole and no such transition

occurs as thickness increases. For incident LIN, the distribution is initially focused

at a point on the equator of the Poincaré sphere and, in transitioning towards a

distribution focused at the LHC pole, there is no intermediate thickness at which

the distribution is isotropic across the entire sphere. Therefore, no such dip in the

degree of polarisation occurs. We note that we also expect a dip in the degree of

polarisation to occur for incident RHC and x = 4, but as the degree of polarisation

decay rate is small for this size parameter, the medium is not thick enough, even

at 30l, for the dip to occur. In OT, as shown in Figure 6.11(b), we see that the

behaviour resembles FT in the same way that Figure 6.7(b) resembles Figure 6.7(a).

In Figure 6.11(c), we see that for x = 1 the degree of polarisation behaviour

is similar to that of Figure 6.7(c), but note that the degree of polarisation decays

more quickly for RHC than for LHC. All three incident polarisation states settle on

similar limiting degree of polarisation values, with LHC and RHC ∼ 0.2 and LIN

∼ 0.17. For x = 4, dips in the degree of polarisation are again visible for RHC and
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Figure 6.12: Retardance histogram for chiral particles with size parameter x = 1 in
forward transmission. (a) shows a heatmap of probability distribution functions for retar-
dance at different thicknesses up to 30l. (b), which is effectively a blow-up of the orange
box indicated in (a) shows similar data computed from a separate simulation performed
with finer resolution in thickness.

LHC. Unlike in Figure 6.11(a), these dips arise due to the flipping or preservation of

helicity for different scattered field contributions, as was the case in Figure 6.7(c).

For LHC, which scatters more anisotropically, this dip occurs at a larger thickness

(L/l ∼ 27) than for RHC (L/l ∼ 3). In Figure 6.11(d), we see that while linearly

polarised light retains a large degree of polarisation for large thicknesses irrespective

of particle size, dips in the degree of polarisation occur again for LHC and RHC

and x = 4. For x = 1 and incident circularly polarised light, we also see dips in the

degree of polarisation, but the exact trends are unclear. For degree of polarisation

on the order of 10−2 a larger number of realisations than was used is required for

good numerical convergence.

6.2.2.3 Retardance

The diattenuation statistics for chiral spheres were not found to differ substantially

to those for isotropic spheres. We found, however, interesting behaviour for the

retardance. Figure 6.12(a) shows retardance distributions in forward transmission

for x = 1. Although the limiting behaviour is identical to that of Figure 6.8, we

notice that for small thicknesses, enclosed within the orange dashed box, the retar-

dance is a highly peaked function whose position varies with increasing thickness.

Figure 6.12(b) shows data from a separate simulation that used the same physical
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parameters as in Figure 6.12(a), but a finer step size of δL = 0.05l, which allowed

us to probe the range of thicknesses 0 < L < 3.5 with greater resolution. Figure

6.12(b) shows that the peak retardance in fact oscillates between 0 and π and, as

thickness increases, becomes less sharply peaked. This behaviour is in contrast to

our data for isotropic spheres in Figure 6.8, for which the retardance remains close

to 0 for small thicknesses.

To explain this phenomenon it should be noted that for thin scattering media,

diagonal blocks of the transmission matrix will only display small fluctuations about

their non-zero mean values. The behaviour can therefore be probed by investigating

the form of the mean transmission matrix. Unlike for isotropic spheres, for which

the mean transmission matrix is essentially an identity matrix, for chiral particles,

the forward transmission matrix At
(i,i) takes the form

At
(i,i) =

 a b

−b a

 , (6.41)

where a = Re(a)+iIm(a) and b = Re(b)+iIm(b) are both non-zero complex numbers.

Using Eq. (5.44), the mean transmission matrix is given by

〈t̄(i,i)〉 = exp

[
2πnL

kγi

 a b

−b a

] =
1

2

i −i
1 1

eβ(a−ib)kL 0

0 eβ(a+ib)kL

−i 1

i 1

 ,

(6.42)

where β = 2πn/k3 is a real, dimensionless constant. Eq. (6.42) shows that right and

left handed circularly polarised light are in fact the eigenvectors of the transmission

matrix and the electric field vector is multiplied by the factor eβ(a+ib)kL for right

handed circularly polarised light and by eβ(a−ib)kL for left handed circularly polarised

light. The changes in phase experienced by these incident polarisation states, θr and

θl, for right and left handed circularly polarised light respectively, are therefore given

by the imaginary parts of the arguments of these exponential functions, which can
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Figure 6.13: Mean retardance against thickness for chiral particles with size parameter
x = 1. Data points were computed from numerical simulations, whereas the blue lines
were calculated theoretically as discussed in the text.

be shown to be

θr = β[Im(a) + Re(b)]kL, (6.43)

θl = β[Im(a)− Re(b)]kL. (6.44)

Reducing θl and θr modulo 2π, the retardance can be computed using Eq. (4.7).

Figure 6.13 shows the mean retardance as a function of thickness, where the data

points show the mean retardances of the distributions shown in Figure 6.12(b) and

the straight lines were computed theoretically in light of the above discussion. We

see that the theory and data match very closely, although the theoretical result drifts

relative to the data for large thickness, which we attribute to numerical inaccuracies

inherent with the discrete nature of our model. Physically, since the mean transmit-

ted fields for incident right and left handed circularly polarised light propagate with

different effective wavevectors, they progressively go in and out of phase, causing

the retardance, which describes the difference in phase between these two fields, to

oscillate. Of course, for thick scattering media, the mean field will have decayed,

causing the prominence of the retardance peak due to the mean field to weaken,

and fluctuations about the mean to increase. This leads to the broadening of the

retardance distributions in Figure 6.12(b) for large thicknesses.
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6.3 Performance analysis

As with all simulation techniques, the method presented in this chapter is limited

in terms of computational efficiency, numerical accuracy and precision. To better

assess these limitations, in this section we present a quantitative analysis of the

performance of different aspects of the method and explain in more detail some of

the choices that were made by contrasting them with alternatives. This analysis

will allow us to identify more precisely the shortcomings and limiting elements of

the method, as well as areas that require further research and optimisation in order

to improve performance.

6.3.1 Symmetrisation method comparison

In Section 6.1.3, we introduced four different methods for symmetrising the ran-

domly generated scattering matrices, which we referred to as SVD, β, γ, and Mix.

This symmetrisation step was necessary primarily to enforce unitarity of the scat-

tering matrix. As previously discussed, the SVD method is known to be ‘best’ in

that it yields the matrix that is ‘closest’ to the unsymmetrised matrix in the sense

previously described. Nevertheless, it is interesting to compare SVD with the other

three methods to have a clearer understanding of their relative advantages and dis-

advantages. As we are unable to compare the different methods analytically, the

analysis performed in this section was performed numerically using simulated data.

Table 6.3 shows data comparing the mean percentage difference of different blocks

Method Matrix

S̄ t̄ t̄′ r̄ r̄′

β 3.981 0.331 0.336 131.250 5.261
γ 3.982 0.341 0.344 5.482 131.183

Mix 2.832 0.288 0.288 65.988 65.944
SVD 2.828 0.295 0.295 65.873 65.828

Table 6.3: Comparison of different scattering matrix symmetrisation methods. Methods
are described in more detail in Section 6.1.3. Numbers in the table show the statistic
100〈||A−A0||/||A0||〉, where A stands for any of the five matrices shown, averaged over
104 scattering matrix realisations. The x = 1 parameter set described in Section 6.2 was
used.
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of the unsymmetrised matrix S̄0 with the symmetrised matrix S̄. Here we are

only considering the case of a single, thin slab. Using the x = 1 parameter set

for isotropic spheres, we generated 104 unsymmetrised matrices, which were then

symmetrised using the four different methods. We then computed the quantity

100〈||A − A0||/||A0||〉, where A stands in place of S̄, t̄, t̄′, r̄ and r̄′, averaged over

the set of matrices, which gives a measure of the percentage difference between the

matrices before and after symmetrisation. Ideally, this quantity should be as small

as possible, so that the symmetrisation process does not alter the elements of the

scattering matrix too drastically, nor their associated statistics.

Observing the column of the table showing data for A = S̄, it is clear that

SVD is indeed optimal among the four methods. β and γ perform notably worse,

although the difference between Mix and SVD is only on the order of 0.01%. Inter-

estingly, Mix outperforms SVD when comparing the transmission matrices t̄ and t̄′,

but fares worse with respect to the reflection matrices. The comparison of the re-

flection matrices before and after symmetrisation is most interesting. With respect

to our statistics, both Mix and SVD alter the reflection matrices rather significantly

compared to the transmission matrices, with errors on the order of 66%. γ performs

by far the best with respect to r̄, with an error at around 5%, but does poorly with

respect to r̄′, with an error of over 100%. The opposite situation is true for β with

r̄ and r̄′ reversed. It is worth remembering by viewing the first order terms of Eqs.

(6.12) and (6.13) that εβ and εγ are closely related to r̄ and r̄′. Methods β and

γ can thus be said to bias one of the reflection matrices, giving a relatively good

symmetrised result at the expense of a poor one for the other reflection matrix.

To further examine how different components of the scattering matrix are affected

by the different symmetrisation methods, we compared the elements of the scattering

matrix before and after symmetrisation on a 2 × 2 block basis. Figure 6.14 shows

scattering matrix diagrams where the colours at different positions show how β, γ

and Mix each perform in comparison to SVD for the block at that position. More

specifically, taking Figure 6.14(a) as an example, we computed the same statistic as

before, averaged over 104 realisations, both for β and SVD. We then observed which

of the two quantities was smaller. If the statistic computed from β was smaller than

SVD, indicating that β performed better for the 2 × 2 block in question, then the
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Figure 6.14: Comparisons of methods (a) β, (b) γ and (c) Mix against SVD. Yellow
pixels denote 2 × 2 blocks of the scattering matrix for which the method outperforms
SVD, whereas dark pixels denote blocks for which SVD performs better.

pixel in Figure 6.14(a) at the position of the block was coloured yellow. If, however,

SVD performed better, then the pixel was coloured a dark purple. Yellow regions in

Figure 6.14 therefore correspond to sections of the matrix for which SVD performed

worse than the method being compared against. Figures 6.14(b) and (c) show the

same information, but compare γ and Mix to SVD respectively.

Figures 6.14(a) and (b) show that β and γ perform better than SVD for the

entirety of one of the reflection matrices, but perform worse for all other sections

of the matrix. Figures 6.14(c), which compares Mix with SVD, shows that Mix

generally performs better than SVD for the transmission matrices, except for some

blocks on the anti-diagonals. For the reflection matrices, SVD performs better for

a greater number of blocks, but Mix performs better for certain blocks lying on or

close to the anti-diagonals. The symmetry of the patterns about the anti-diagonal

are due to the reciprocity symmetry of the reflection matrices.

Figure 6.15 shows a scattering matrix diagram that compares the four different

methods against each other, again for different 2×2 blocks of the scattering matrix.

Unlike Figure 6.14, which compared SVD with the other three methods individually,

in Figure 6.15, the same statistic as before is computed for each method and then

compared between all four methods simultaneously. The method with the smallest

percentage difference for a particular realisation was awarded a point. After all 104

realisation, points were tallied and compared for each block and the method that
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Figure 6.15: Comparison of the performance of different symmetrisation methods for
different 2 × 2 blocks within the scattering matrix. Colours indicate the method that
performed best using the metric described in the text.

accrued the greatest number of points was deemed best for that block. For each

position within the scattering matrix, the pixel in Figure 6.15 corresponding to that

position is coloured according to which method performed best, using the colour

code indicated within the figure.

As before, β and γ are clearly dominant with respect to the elements of the

reflection matrices. Within the transmission matrix, the situation is much more

complicated. A few general observations are that Mix tends to performs best for

diagonal blocks of the transmission matrices, as well as along certain lines within

each matrix. We note that the existence of such lines is partially an artefact of

the way in which the modes are ordered. In k-space, modes are distributed on a

Cartesian grid within the circle of radius k, but are ordered numerically in a raster

scan pattern. Therefore, there are numerous large jumps between the positions

of sequentially numbered modes, which occur at the positions of the green lines

in Figure 6.15. It is interesting to note that, although SVD performs best for

the scattering matrix overall, it did not perform best for the greatest number of

2 × 2 blocks within the scattering matrix. This is a statistical effect that is akin

to vote splitting in elections. For blocks where SVD did perform best, it tended
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Figure 6.16: Computation time t in seconds against number of modes N for various
steps in the simulations. Blue data points describe the time to set up the covariance
matrix, orange data points describe the time to generate realisations of random scattering
matrices, green data points describe the time to cascade transfer matrices, and red data
points describe the time to cascade scattering matrices.

to outperform the other methods by a relatively large margin, enabling SVD to

perform best for the scattering matrix overall, despite not amassing the greatest

number of individual victories among different blocks. As a final comment, we note

that although β clearly outperforms γ for our data, observing the numerical data

for a selection of blocks revealed that the difference between the two methods was

relatively small, and a repetition of our simulation with more realisations may show

γ performing better for a larger number of blocks.

6.3.2 Computation speed

Among all of the steps performed in our algorithm, we identified three that require

a significant amount of computation time. These are attaining the Cholesky decom-

position C (described in Section 6.1.2), generating instances of random scattering

matrices, and cascading matrices, either by matrix products for transfer matrices,

or using the previously discussed formulae for scattering matrices. We timed each

of these steps experimentally, making one measurement for acquiring the Cholesky
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decomposition, and averaging over 104 repetitions for the other steps. Figure 6.16

shows a summary of how the computation time of each of these processes scales with

the number of modes, represented here using the symbol N . Within Figure 6.16,

blue data points show the time taken for setting up the covariance matrix, orange

points show the time taken to generate random scattering matrices, green points

show the time taken to multiply two transfer matrices, and red points show the

time taken to cascade two scattering matrices. All curves are numerical fits of the

form t = aN b, where t is the computation time in seconds and a and b are fitting

parameters. It is worth noting that the value of a includes overhead time and may

vary on different computers. The exponent b, on the other hand, is related to the

complexity of the underlying algorithm and, in principle, is system independent.

The blue data points in Figure 6.16 describe the time required to calculate all

of the statistics described in Section 6.1.2 and, ultimately, to obtain C. Ignoring

leading coefficients, a scattering matrix with N nodes contains N2 elements. Since,

in principle, all of these elements may be correlated, the associated covariance and

pseudo covariance matrices ΣR and ΣP are of size N2 × N2 and thus contains N4

elements. The naive approach to setting up these matrices to loop through all N4

elements, check whether or not the memory effect conditions are satisfied for each

element and, if so, compute the correlation and insert its value into the matrix.

Naturally, for a large number of modes, this takes a lot of time and scales poorly

with N . Once these matrices have been constructed, computing C from Σ can be

done very quickly using standard numerical library functions. In theory, there is

a lot of room for optimisation in setting up Σ, particularly as Σ is sparse. The

number of computational steps can be heavily reduced by first identifying minimal

sets of scattering matrix elements that are mutually correlated, rather than checking

all possible pairs of elements of S̄. Using techniques of this kind, we were able to

reduce the time for this process to 5× 10−9N5.97 seconds. Because of the relatively

large power of N , this step represents the greatest bottleneck for large numbers of

modes. With our current implementation, for N = 101, computing C takes around

an hour. This time increases to ∼ 80 hours for N = 201 and thus quickly becomes

impractical. Once C has been computed, however, it can be saved and reused for

multiple simulations, provided that the physical parameters of the simulation do not
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need to be changed.

Comparing the red and green data points and curves, it is clear that cascad-

ing transfer matrices is faster than scattering matrices. Interestingly, we see that

cascading scattering matrices (N2.4) scales better than transfer matrices (N2.99) for

large N , but is slower than cascading transfer matrices for the number of modes

presented due to the relatively large leading coefficient. The difference in scaling

may be explained by the fact that, as can be seen in Eq. (6.23), cascading scattering

matrices involves a series of operations on the transmission and reflection blocks,

each of which are half the size of the scattering matrix. Using the formulae pre-

sented, we expect the scattering matrix cascade to outperform the transfer matrix

cascade for N ∼ 635, which is, at present, practically unrealisable due to the large

associated time required to compute C.

6.3.3 Convergence

Our method is a Monte Carlo method and requires the computation of a large

number of samples in order to approximate average quantities with high precision.

Suppose that X is some random variable with true mean µ and variance σ2. Given

Nd samples of X, namely Xi for 1 ≤ i ≤ Nd, the sample mean 〈X〉 = (X1 + . . . +

XNd
)/Nd converges to a Gaussian random variable for large Nd by the central limit

theorem. In particular, it can be shown that for for large Nd we have [303]

〈X〉Nd→∞ → µ+
σ√
Nd

. (6.45)

The difference between the true mean and the sample mean therefore scales as

∼ 1/
√
Nd, which is a relatively slowly decaying function of Nd. Because of this,

a large number of samples is generally required to attain high numerical precision,

which, naturally, comes at the expense of additional computation time and computer

memory requirements. Of course, the value of σ also plays an important role in the

rate of convergence of the sample mean to the true mean. If a particular precision

threshold has been decided upon, then a smaller value of σ will allow one to surpass

the threshold with fewer samples.

Figure 6.17 shows how the values of certain statistics computed from our simula-
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Figure 6.17: Matrix norm against number of samples of mean ((a)) and ((b)) or cor-
relation ((c)) and ((d)) matrix associated with different blocks of the scattering matrix.
Figures (a) and (c) show results for blocks lying on the diagonal of the transmission ma-
trix, whereas figures (b) and (d) show results for off-diagonal blocks. Colours show results
for different scattering medium thicknesses as indicated.

tion data vary with the number of samples used in their computation. Figure 6.17(a)

shows the norm of the mean value of a 2 × 2 block taken from the diagonal of the

transmission matrix, where the mean is computed using different numbers of sam-

ples up to 104. For these data, the parameter set for isotropic spheres with x = 1

was used. The norm was used to reduce the statistics of a 2× 2 matrix of complex

numbers to a single real number. The blue curve shows results computed for a thin

medium with thickness L/l ∼ 0.01. In this regime, fluctuations about the mean are

small and the data quickly converges to the true mean. For larger thicknesses, how-

ever, depicted by the orange (L/l ∼ 5) and green (L/l ∼ 10) curves, the data shows

large fluctuations for small numbers of samples, and a large number of samples Nd

are required before the data begins to stabilise. The green curve, for example, only
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stabilises for Nd > 103. Since the mean decays with thickness, an increasing number

of samples are required to approximate the true mean at larger thicknesses as, for

fixed Nd, the error σ/
√
Nd becomes larger relative to µ as µ decreases.

Figure 6.17(b) shows similar data, but for a block of the transmission matrix

lying away from the diagonal. For such blocks, the mean is known to be exactly

zero. In this case, since µ = 0, the data describe purely the previously discussed

error term, and we do not expect the norm to stabilise at a non-zero value. The

scaling of the norm with Nd is thus clearer, and the black line displayed on top of

the data, which is of the form a/
√
Nd for an arbitrarily chosen a, demonstrates the

scaling law. Figures 6.17(c) and (d) again show similar data, but computed from

the norm of the 4× 4 correlation matrix associated with the same 2× 2 blocks. In

contrast to the means, these correlations do not decay as quickly with thickness,

and the norms thus stabilise for relatively few samples, even at large thicknesses.

6.3.4 Cubature schemes and numerical accuracy

In our simulations, a Cartesian cubature scheme was employed because of its theo-

retical simplicity. In principle, more general cubature schemes offer the possibility

of producing more accurate numerical data, as non-Cartesian schemes may yield

discrete angular spectra that better approximate the full continuous angular spec-

tra. Moving towards general cubature schemes, however, poses numerous, as of yet

unresolved, theoretical complications, which we shall briefly outline in this section.

Consider again Eq. (6.3), which contains the factor w. Suppose instead that an

arbitrary cubature scheme were used, consisting of a collection of different weights.

Referring back to the normalisation introduced in Eq. (3.115), the corresponding

factor that would appear in Eq. (6.3) for a more general scheme would be given by

f =

√
wiwjwuwv

δw
, (6.46)

where δw is the factor that is introduced when discretising the Dirac delta functions

that appear in the continuous equations. For the Cartesian scheme used in this

chapter, for which wi = wj = wu = wv = w, we took δw = w. In this case Eq. (6.46)

reduces to simply f = w. In the absence of a careful theoretical investigation, it is
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not immediately obvious what the form of δw should be in the most general case

and naive choices can lead to theoretical inconsistencies.

Consider, for example, the special case i = u and j = v. In this case the

statistics appearing in Eq. (6.3) are correlations between elements lying within the

same 2×2 block of the transmission matrix and the factor f reduces to f = wiwj/δw.

Consider now summing the expression on the right hand side of Eq. (6.3) over the

index j, i.e. the scattered wavevector. If we also sum the corresponding reflection

matrix correlations and add the results together, intuitively, since we are effectively

summing the intensities of the scattered field over all scattering directions, we should

expect to obtain an expression describing the power removed from the incident field

due to scattering. Performing the calculation, and also summing over the scattered

polarisation basis states b, we obtain

wi
δw

n∆L

kγi

N∑
j=−N

( ∑
b∈{θ,φ}

[
〈|At(j,i)ba|2〉+ 〈|Ar(j,i)ba|2〉

])
wj
kγj

. (6.47)

In the case of a Cartesian scheme, the term on the far right wj/(kkj) would reduce

to ∆kx∆ky/(kkj). The sum in Eq. (6.47) could then be written as

N∑
j=−N

( ∑
b∈{θ,φ}

[
〈|At(j,i)ba|2〉+ 〈|Ar(j,i)ba|2〉

])
∆kx∆ky
kγj

,

≈
∫

Γp

∑
b∈{θ,φ}

[
〈|At(j,i)ba|2〉+ 〈|Ar(j,i)ba|2〉

]
dκj
kγj

,

=

∫
S

∑
b∈{θ,φ}

[
〈|At(j,i)ba|2〉+ 〈|Ar(j,i)ba|2〉

]
sin θdθdφ = k2σ,

(6.48)

where the final integral is over the sphere S describing scattered wavevectors with

polar coordinates θ and φ. In changing coordinates we have used the Jacobian given

in Eq. (5.109). The final line follows from the definition of the cross section. Using

the result of Eq. (6.48), Eq. (6.47) reduces to (wi/δw)∆L/l sec θi. Comparing this

result to Eq. (5.46), this expression is, to first scattering order, equal to the power

eliminated from the incident field, provided that wi = δw.

With the above discussion in mind, one may expect δw to take a general form such
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as δw =
√
wiwu, so as to cancel the weights associated with the incident modes. Since

this expression does not include weights associated with outgoing modes, however,

it leads to inconsistencies when one considers reciprocity. Consider the correlation

〈r̄(j,i)θθr̄(v,u)θθ〉, whose formula also contains the factor f =
√
wiwjwuwv/δw. Using

the postulated expression for δw reduces this factor to f =
√
wjwv. Consider now the

reciprocal correlation 〈r̄(−i,−j)θθr̄(−u,−v)θθ〉. By reciprocity, we have r̄(j,i)θθ = r̄(−i,−j)θθ

and r̄(v,u)θθ = r̄(−u,−v)θθ, and so the two correlations must be equal. Using the formula

for δw, however, the factor f appearing in the correlation 〈r̄(−i,−j)θθr̄(−u,−v)θθ〉 is given

by f =
√
w−iw−u. If our cubature scheme is symmetric about the origin of k-space

so that in general w−i = wi, this is equal to f =
√
wiwu. Since i, j, u and v are

arbitrary, however, there is no necessary connection between
√
wjwv and

√
wiwu,

and thus the two correlations are not guaranteed to be equal, violating reciprocity.

The essence of the problem lies in deciding how best to approximate a delta func-

tion within a numerical cubature scheme. Since a delta function is not a bonafide

mathematical function in the usual sense, this question is non-trivial. For one di-

mensional integrals, the problem is relatively simple and we can appeal to the sifting

property of the delta function. Given the identity∫
f(x)δ(x− xj)dx = f(xj), (6.49)

and the cubature scheme ∫
g(x)dx ≈

∑
i

f(xi)wi, (6.50)

a natural way to discretise δ(x− xj) that has been used previously in this thesis is

to use the normalised Kronecker delta δij/wi so that Eq. (6.49) is preserved, since∫
f(x)δ(x− xj)dx ≈

∑
i

f(xi)
δij
wi
wi = f(xj). (6.51)

The situation becomes less clear however in higher dimensions. Consider, for
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Figure 6.18: Examples of integration regions for ∆κ for different values of dκ̄ in the
integral in Eq. (6.55).

example ∫
Γp

∫
Γp

f(κi,κj)δ(κi − κj)dκidκj. (6.52)

Note that integrals of this type appear in computing scattered field correlations,

such as in Eq. (5.50). By making the change of coordinates

∆κ = κi − κj, (6.53)

κ̄ =
κi + κj

2
, (6.54)

Eq. (6.52) becomes

∫
Γp

(∫
Ω(κ̄)

f(κ̄,∆κ)δ(∆κ)d∆κ

)
dκ̄. (6.55)

Although the delta function appearing in Eq. (6.55) is independent of κ̄, the domain

of integration for ∆κ is no longer a circle in k-space, but instead a more complex

region composed of two circular sections that depends on the value of κ̄. An example

of this integration domain is shown in Figure 6.18. We note that when these domains

are are considered as regions of ∆κ space, they have an area 4 times that of the
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corresponding regions shown in κ̄ space.

Suppose now that some cubature scheme has been chosen for the circle in k-

space. We can imagine that Eq. (6.55) will admit some corresponding cubature

scheme with weights given by w∆ and wm, which are to be used in approximating

the integrals over ∆κ and κ̄ respectively. Given the preceding discussion, it is

natural to suppose that the delta function in Eq. (6.55) may be discretised to

a Kronecker delta normalised by the weight w∆. Given that the transformation

described by Eqs. (6.53) and (6.54) have unit Jacobian determinant, we also have

that the weights should satisfy

wiwj = w∆wm, (6.56)

where wi and wj are the weights associated with the cubature scheme over the circle

that may be used to discretise Eq. (6.56). Eq. (6.56), however, does not uniquely

determine the form of w∆ in terms of wi and wj, and it remains an open question

what the form of w∆ is or should be so as to resolve the previous problems and

potentially improve the numerical accuracy of our integral approximations.

To conclude this section, and to better motivate the desire for moving beyond a

Cartesian cubature scheme, we present in more detail some issues inherent with the

Cartesian method and how the mode spacing affects the numerical accuracy of our

simulations.

In order to assess the accuracy of the Cartesian method, we computed the optical

cross section of isotropic spheres of different sizes by numerically integrating the

square moduli of the elements of the A matrices computed from Mie theory using

cubature schemes with different mode spacings. More specifically, in a similar vein

to Eq. (6.48), the cross section was calculated for isotropic spheres of sizes x = 1, 2

and 4 by

σ ≈ 1

k2

N∑
j=−N

( ∑
b∈{θ,φ}

[
〈|At(j,i)ba|2〉+ 〈|Ar(j,i)ba|2〉

])
∆kx∆ky
kγj

(6.57)

for different spacings ∆kx = ∆ky = ∆k in the range 0.15 < ∆k < 0.2. It is

important to note that the value of the computed cross section will depend on
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Figure 6.19: Percentage error between theoretical cross section and cross sections com-
puted approximately using a Cartesian cubature scheme for different grid spacings ∆k.
Blue lines show the mean error averaged over different incident modes and dashed lines
show the maximum and minimum errors. Different figures show data for different particle
sizes as indicated.

219



Chapter 6: Random matrix simulations

the choice of incident mode. Although in the continuous case this is not true by

symmetry, for a finite, discrete grid of modes, each different choice of incident mode

will effectively see a different set of scattering angles, and there will therefore be a

different set of values for the A matrices appearing in Eq. (6.57).

Figure 6.19 shows the percentage error between the cross section as calculated

by Eq. (6.57) and the true value computed from Mie theory. The blue lines show

the mean error averaged over all incident modes and the dashed lines above and

below the blue curves show the maximum and minimum errors across all incident

modes respectively, thus delineating the range of errors. As is clear from the figure,

there are discontinuities in the curves, as once ∆k passes certain threshold values,

the number of modes in the Cartesian grid within the circle in k-space increases.

The number of modes associated with each branch of the figure is indicated. What

is clear from the graph is that the error is very sensitive to the choice of spacing.

Once a new number of modes has been reached, new modes will lie very close to

the circular boundary in k-space. For these modes, the 1/γj factor appearing in

Eq. (6.57) will be very large, resulting in spuriously large errors. As can be seen,

however, for a fixed number of modes, there is typically some spacing for which the

mean error is zero. It is however difficult to determine what spacing values achieve

this condition without computing data in the manner presented here.

It is also interesting to note that the error is strongly dependent on the parti-

cle size parameter. In particular, the error tends to increase as the size parameter

increases. This can be understood by considering scattering anisotropy. Roughly

speaking, since a Cartesian scheme weighs each point in k-space equally, it is more

ideally suited for smaller particles that scatter more isotropically. For larger par-

ticles, which preferentially scatter close to the incident field direction, it would be

better in principle to use a cubature scheme that samples more finely modes close

to the incident direction. Of course, since in the scattering matrix all possible inci-

dent modes must be considered, it is not clear that one may have a single cubature

scheme that is simultaneously optimised for every possible incident mode.

While the data in Figure 6.19 are interesting, they are not entirely relevant to the

data produced from our simulations, as the statistics of the elements of the scattering

matrix are also altered by the symmetrisation process. Figure 6.20 shows the error
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Figure 6.20: Percentage error between theoretical cross section and cross sections com-
puted (blue) as in Figure 6.19 and (orange) averaging over 104 realisations of symmetrised
scattering matrices using. Dashed lines show the maximum and minimum errors and dif-
ferent figures show data for different particle sizes as indicated.

between the theoretical cross section and that calculated from symmetrised scatter-

ing matrices produced from the simulations for thin slabs. The cross section can

be computed in two different ways: either by subtracting the zero order scattering

matrix (describing the incident field) and summing over columns in a similar manner

to Eq. (6.48), or, in light of the optical theorem, by considering the real part of the
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elements on the diagonal of the transmission matrix. Figure 6.20 specifically shows

a restricted range of ∆k values: specifically those for which the number of modes

is 101. The blue curve is identical to that in Figure 6.19, whereas the orange curve

is computed from the symmetrised scattering matrices. Data for the orange curve

was averaged over 104 scattering matrix realisations. We note that it is difficult to

generate data for a large number of mode spacings as for large numbers of modes

it takes a long time to set up the covariance matrices, as discussed previously. As

was the case in Figure 6.19, solid curves show the percentage error averaged over all

incident modes, whereas the dashed curves show the range of errors over all different

incident modes.

The most obvious feature of Figure 6.20 is that the percentage error computed

after symmetrisation is notably larger in magnitude than that computed before,

which, at present, we are unable to explain. What is particularly notable is that

after symmetrisation, there is no choice of ∆k for which the mean percentage error

is exactly zero. As with Figure 6.19, the magnitude of the error varies with size

parameter x. Interestingly, the mean error is generally smallest for size parameter

x = 2, which may explain why the intensity decay in the forward direction, as

presented in Figure 6.6, more closely matches the Beer-Lambert law for x = 2 than

x = 1.

6.4 Conclusion

To conclude, we have presented a method for randomly generating scattering matri-

ces for sparse, complex media that incorporates the polarisation properties of light,

scattering anisotropy and the physical constraints of unitarity and reciprocity. Fur-

thermore, we are able to model random media in the multiple scattering regime

using a matrix cascade, only requiring knowledge of the single scattering properties

of the particles contained within the medium.

We have validated our model by reproducing known behaviour for systems con-

sisting of randomly distributed spherical particles, such as the dependence of the

rate of depolarisation on the incident polarisation state. We have also shown that

some of the polarisation statistics of our scattering matrices in the large thickness
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limit can be related to those of random Gaussian matrices and diagonal blocks of

matrices drawn from the circular orthogonal ensemble. We have demonstrated the

flexibility of our approach by considering the example of a medium containing chiral

particles, for which we found that the polarisation properties of the scattered field

depend on the helicity of the incident polarisation state. We were able to analyse the

more intricate details of the rate of decay of degree of polarisation by considering the

evolution of scattered polarisation state distributions on the Poincaré sphere, which

is easily done in our framework given that we have access to the entire scattering ma-

trix. In addition to the data presented here, other possible studies include analyzing

the polarisation properties of the transmission eigenchannels and the polarisation

properties of correlations between different matrix blocks, such as, for example, the

memory effect. We reserve these topics for future studies.

We have also benchmarked out approach by analysing its computational effi-

ciency, numerical accuracy and precision. The biggest limitation of our model is the

currently achievable angular resolution of the scattered field, as this directly influ-

ences the size of the scattering matrix, which, when large, requires a lot of memory

and computation time when a large number of samples is required for the study of

statistical quantities. The largest bottleneck currently is the time required to set up

the covariance matrix, although this step may be amenable to further algorithmic

optimisation. Despite this, generation of individual scattering matrices is very fast,

taking only seconds or minutes, depending on the medium thickness and number

of modes. We therefore envisage that our method will serve as a complement to

the already existing Monte Carlo techniques and may prove advantageous in certain

applications, particularly where correlations between different matrix elements are

of interest.
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Chapter 7

Polarisation recovery

With the presentation of our random matrix framework complete, we now turn

briefly to consider some of its applications. In particular, in this chapter we com-

mence a theoretical study of the extent to which polarimetric information is pre-

served upon transport through a random medium. Without further clarification,

this is a broad, vague problem that may be studied in a multitude of ways. For con-

creteness, we shall consider in this chapter the toy problem of attempting to recover

an unknown field incident upon a scattering medium, given some measurements of

the transmitted field. To achieve this, we will make use of the polarisation proper-

ties of the memory effect, which has featured in previous chapters as a correlation

between certain blocks of the transmission matrix, e.g. as in Eq. (5.56).

The memory effect has received widespread attention in the literature, originally

as a theoretical curiosity [274], and later as the basis of methods for imaging objects

hidden behind random media [304, 305, 306]. In a typical imaging experiment, a

target object is hidden behind or within a scattering medium and an experimenter

only has access to light that has interacted with the object and subsequently passed

through part of the scattering medium. Under rather general conditions, it can be

shown that the angular intensity autocorrelation function of the light transmitted

through the scattering medium is, save for global scaling factors, equal to that of

light that has only interacted with the object. Therefore, by measuring random

speckle correlations in the transmitted light, one can estimate the intensity correla-
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tion function of the light that has interacted with the hidden object, from which an

image of the object can then be recovered using phase retrieval methods [307].

Virtually all studies and applications of the memory effect, to our knowledge,

assume scalar fields and relatively little work has been done on its polarisation

properties [308]. A generalised, vectorial memory effect, however, may enable the

recovery of the polarimetric information of a hidden object, such as the full set

of Stokes parameters associated with the light scattered by the object, rather than

just the intensity. In this chapter we work towards realising this goal by establishing

a theoretical framework for exploring the preservation of polarisation correlations

through random media and discussing a possible polarisation reconstruction algo-

rithm. Although the findings in this chapter are preliminary, we hope that our work

may motivate, or form the basis of, a more in-depth, future study.

7.1 Introduction

We shall begin by setting up the problem more rigorously and outlining the notation

that will be used. We will then describe the genesis of an algorithm for reconstructing

a hidden object using transmitted field measurements. This will be followed by some

numerical results that show the process in action, as well as its current limitations

and challenges.

Suppose that a field Ei, where

Ei =

∫
a(κ)ei[(κ·ρ)+γz]dκ, (7.1)

is incident upon the left side of a random medium. In this chapter we only consider

propagating waves and the domain of all integrals, unless stated otherwise, will be

assumed to be Γp. The transmitted field on the right side of the medium Et, where

Et =

∫
b(κ)ei[(κ·ρ)+γz]dκ, (7.2)

is related to the incident field via the transmission matrix, since

b(κ) =

∫
t̄(κ,κ′)a(κ′)dκ′. (7.3)
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We suppose that an observer is situated on the right side of the medium so that only

the transmitted field and its spectral components b(κ) are measurable quantities.

The exact form of the incident field and the transmission matrix will be assumed to

be unknown. A natural problem to consider is to what degree the incident field, or its

spectral components a(κ), can be recovered from measurements of the transmitted

field. In reality, a may represent the light scattered by a hidden object of interest,

or a message that is to be passed through a scattering medium. For simplicity, we

shall thus refer to a as the ‘object’ field and b as the ‘image’ field.

Since nothing is known about particular realisations of the transmission matrix,

statistical averages are necessary. Consider, for example, taking ensemble averages

of Eq. (7.3). We assume that a has a fixed functional form and is therefore constant

with respect to averaging. In the case of a monodisperse scattering medium, using

the expression in Eq. (5.44) for the mean transmission matrix yields

〈b(κ)〉 = exp

(
2πnL

kγi
A(κ,κ)

)
a(κ), (7.4)

which can be inverted to solve for a(κ). Therefore, if the exponential term in Eq.

(7.4) is known, the object field is recoverable from 〈b(κ)〉. Assuming ergodicity,

the ensemble average required to measure 〈b(κ)〉 in practice may be most simply

achieved by temporally averaging the field transmitted through a dynamic random

medium.

Recovering an object using Eq. (7.4) poses several practical difficulties. For large

thicknesses, the modulus of 〈b(κ)〉 will be very small and the required measurements

may therefore have poor signal to noise ratio. In addition, measurements of the

complex field components of b requires a potentially complicated interferometric

experimental setup that is able to measure both the phase and polarisation state

of different plane wave components of the scattered field. Finally, this method

does not readily generalise to partially polarised or partially coherent fields, which

cannot be described by fixed, complex field vectors. These problems can be largely

resolved however, by instead considering second order correlation functions of the

field components.

Using spherical polar coordinates, the object and image vectors can be decom-

227



Chapter 7: Polarisation recovery

posed as

a(κ) = aθ(κ)êθ(κ) + aφ(κ)êφ(κ),

b(κ) = bθ(κ)êθ(κ) + bφ(κ)êφ(κ).
(7.5)

We define the correlation functions

HO
αβ(κi,κp) = aα(κi)a

∗
β(κp),

HI
γδ(κj,κq) = 〈bγ(κj)b∗δ(κq)〉,

(7.6)

where the subscripts α, β, γ and δ stand in place of either θ or φ, and the super-

scripts correspond to ‘object’ and ‘image’ as previously described. As before, since

a is assumed to be non-random, no averaging is necessary for the object correla-

tion function. HO can be thought of as containing information about the relative

amplitudes and phases of the different plane wave components contained within the

object field. Using Eqs. (7.2) and (7.3), HO and HI can be shown to be related by

HI
γδ(κj,κq) =〈bγ(κj)b∗δ(κq)〉

=

〈∫ ∑
α∈{θ,φ}

t̄γα(κj,κi)aα(κi)dκi

(∫ ∑
β∈{θ,φ}

t̄δβ(κj,κp)aβ(κp)dκp

)∗〉

=
∑

α,β∈{θ,φ}

∫ ∫
〈t̄γα(κj,κi)t̄

∗
δβ(κq,κp)〉HO

αβ(κi,κp)dκidκp.

(7.7)

Moving forward, it will be convenient to rewrite Eq. (7.7) as a matrix equation. Let

HI(κj,κq) = [HI
θθ(κj,κq),HI

θφ(κj,κq),HI
φθ(κj,κq),HI

φφ(κj,κq)]
T (7.8)

and let HO(κi,κp) be defined analogously. Eq. (7.7) can then be written as

HI(κj,κq) =

∫ ∫
C(κj,κi;κq,κp)HO(κi,κp)dκidκp, (7.9)

where C is a matrix given by (using the discrete transmission matrix notation for
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brevity)

C(κj,κi;κq,κp) =


〈t̄(j,i)θθ t̄(q,p)θθ〉 〈t̄(j,i)θθ t̄(q,p)θφ〉 〈t̄(j,i)θφt̄(q,p)θθ〉 〈t̄(j,i)θφt̄(q,p)θφ〉
〈t̄(j,i)θθ t̄(q,p)φθ〉 〈t̄(j,i)θθ t̄(q,p)φφ〉 〈t̄(j,i)θφt̄(q,p)φθ〉 〈t̄(j,i)θφt̄(q,p)φφ〉
〈t̄(j,i)φθ t̄(q,p)θθ〉 〈t̄(j,i)φθ t̄(q,p)θφ〉 〈t̄(j,i)φφt̄(q,p)θθ〉 〈t̄(j,i)φφt̄(q,p)θφ〉
〈t̄(j,i)φθ t̄(q,p)φθ〉 〈t̄(j,i)φθ t̄(q,p)φφ〉 〈t̄(j,i)φφt̄(q,p)φθ〉 〈t̄(j,i)φφt̄(q,p)φφ〉

 .

(7.10)

An alternative presentation and discussion of the object and image field cor-

relations is possible using the generalised Stokes parameters [154]. We define the

generalised image Stokes vector SI(κj,κq) as

SI(κj,κq) = [SI0 (κj,κq),SI1 (κj,κq),SI2 (κj,κq),SI3 (κj,κq)]
T, (7.11)

for which the components are defined in relation to the image correlation function

by 
SI0 (κj,κq)

SI1 (κj,κq)

SI2 (κj,κq)

SI3 (κj,κq)

 =


1 0 0 1

1 0 0 −1

0 1 1 0

0 −i i 0




HI
θθ(κj,κq)

HI
θφ(κj,κq)

HI
φθ(κj,κq)

HI
φφ(κj,κq)

 . (7.12)

The generalised object Stokes vector SO(κj,κq) can be defined analogously. In terms

of information content, it is clear from Eq. (7.12) that HI and SI are equivalent.

Given its closer alignment with results presented in previous chapters, we shall

proceed using HI in our theoretical discussion. We note, however, that SI may be

more readily measurable experimentally [309].

To address the question of how the correlations discussed in this section might

be measured in practice, we present in Figure 7.1 a hypothetical experiment that

uses a self-interferometric setup. Suppose for example that one wishes to compute

HI
xy(κ,κ + ∆κ), where ∆κ denotes the difference between the two wavevector ar-

guments. For simplicity, we shall use the x and y directions instead of θ and φ as

polarisation bases. The core idea of the experiment is to introduce a wavevector

shift of ∆κ into the y component of the image field b and to feed the resulting fields
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Figure 7.1: Hypothetical experimental setup for measuring HIxy(κ,κ + ∆κ). SM =
scattering medium, PBS = polarising beam splitter, BS = beam splitter, SP = Stokes
polarimeter, M1 and M2 = adjustable mirrors.

into a standard Stokes polarimeter. To achieve this we first use a polarising beam

splitter to separate the two field components into different arms of the apparatus.

In the arm carrying the y component of the field, a tilt in the wavevector can be

introduced using, for example, a rotatable mirror. Using another beam splitter, the

two components can be recombined and subsequently fed into a traditional Stokes

polarimeter. The desired correlation is then given by

HI
xy(κ,κ+ ∆κ) =

1

2
(S2 − iS3), (7.13)

where S2 and S3 are the regular Stokes parameters measured by the Stokes po-

larimeter.

A different experimental setup would be required to measure HI
xx(κ,κ + ∆κ)

and HI
yy(κ,κ+∆κ). Taking HI

xx(κ,κ+∆κ) as an example, one could imagine first

using a polarising filter before the initial beam splitter to remove the y component

of the scattered field. Replacing the polarising beam splitter by a regular beam

splitter would then result in the field vector (bx(κ), 0)T propagating in both arms of

the apparatus. In one arm, an optical rotator could be used to transform the field

into (0, bx(κ))T, after which the measurement would proceed as before. We stress
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that the design of our experiment is not intended to be optimal, but rather serves

to illustrate that such correlations are experimentally accessible.

The most straightforward approach to recovering the object polarisation states

using second order correlations is to first measure the regular image Stokes param-

eters (i.e. taking κj = κq) for different far field scattering directions using regular

Stokes polarimetry. This is equivalent to setting ∆κ = 0 in the experiment in Fig-

ure 7.1. These components can then be used as an approximation for the Stokes

parameters of the hidden object field. The most obvious problem with this method,

however, is that, even after statistical averaging, the relationship between the object

and image Stokes parameters is not that of a block diagonal matrix, as was the case

for the complex field components as shown in Eq. (7.4). Instead, the image Stokes

parameters are a complicated mixture of the object Stokes parameters that is non-

trivial to invert. Furthermore, at large thicknesses, depolarisation means that not

all of the information contained with the object Stokes parameters will be present

within the image Stokes parameters, and full polarimetric information about the

object field may therefore be unrecoverable.

At a conceptual level, the information contained within the regular Stokes pa-

rameters constitutes only a small subset of the total information contained within

the image field. Efforts to reconstruct the object field may therefore be improved

upon by taking into consideration the full set of information contained within the

generalised Stokes parameters, which includes correlations between different scat-

tered plane wave components, i.e. those for which ∆κ 6= 0. As has been shown in

Chapter 5, these additional correlations arise due to the memory effect, which we

shall thus attempt to exploit.

7.2 Reconstruction algorithm

As discussed in Section 7.1, classical Stokes polarimetry suffers from numerous issues

that arise due to multiple scattering. In this section we will explore the possibility

of reconstructing the object field using the full set of second order correlations that

exist within the image field.

Once HI has been measured, the recovery of a can be thought of as a two step
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process. First it is necessary to estimate HO from HI , which is tantamount to

inverting Eq. (7.9). Secondly, it is necessary to recover a from HO. The first of

these two steps requires physical insight into the form of Eq. (7.9), whereas the

latter is a phase retrieval problem. We shall examine both of these steps separately.

7.2.1 Recovering the correlation function

To proceed it is necessary to say something about the form of C(κj,κi;κq,κp) in

Eq. (7.9). In Chapter 5, exact results for this function were found in the case of

single scattering and first order multiple scattering in the ladder approximation,

for which the correlation function is only non-zero provided that the memory effect

condition is satisfied, i.e. ∆κ = ∆κqj = κq − κj = κp − κi = ∆κpi. Motivated by

these results, we thus suppose that C(κj,κi;κq,κp) takes the general form

C(κj,κi;κq,κp) = δ(κi − κj)δ(κp − κq)Cb(κi,κp)

+ δ(∆κqj −∆κpi)Cs(κj,κi;κq,κp),
(7.14)

where, physically, Cb describes contributions due to the unscattered, or ballistic,

field and Cs describes contributions due to the scattered field. Inserting Eq. (7.14)

into Eq. (7.9) and integrating the delta functions yields

HI(κj,κj + ∆κ) =Cb(κj,κj + ∆κ)HO(κj,κj + ∆κ)

+

∫
Ω(∆κ)

Cs(κj,κi;κj + ∆κ,κi + ∆κ)HO(κi,κi + ∆κ)dκi,

(7.15)

where Ω(∆κ) is the domain of physically allowable wavevectors κi such that |κi +

∆κ| < k, ensuring that all wavevectors are propagating. Simple physical considera-

tions show that for L→ 0, Cb → I and Cs → O, which results in HI(κj,κj+∆κ) =

HO(κj,κj+∆κ) for an infinitesimally thin medium. For L→∞ on the other hand,

we have Cb → O and thus the first term of Eq. (7.15) can be neglected.

In order to better understand the consequences of Eq. (7.15), let us consider a

simple example. Suppose that the object field contains precisely two modes with

transverse wavevectors κ0 and −κ0 for some arbitrary choice of κ0 6= 0. The object
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correlation function will be non-zero precisely at the four values HO(−κ0,−κ0),

HO(−κ0,κ0), HO(κ0,−κ0) and HO(κ0,κ0). Considering the arguments of HO for

these values, it is clear that there are precisely three different values for the difference

between the pair of wavevector arguments of the object correlation function, namely

∆κ = −2κ0,0 and 2κ0. Consider now the Cb term of Eq. (7.15). This term will

only contribute to the image correlation function provided that the pair of scattered

wavevectors κj and κj+∆κ are chosen to align with one of the four pairs of wavevec-

tors for which the object correlation function is non-zero. For example, suppose that

κj = −κ0 and ∆κ = 2κ0, so that κj + ∆κ = κ0. Clearly, since HO(−κ0,κ0) 6= 0,

the Cb term will result in a non-zero contribution to HI(−κ0,κ0). If, however,

κj = −2κ0 and ∆κ = 2κ0, so that κj + ∆κ = 0, then, since HO(−2κ0,0) = 0, the

Cb term will not contribute to the value of HI(−2κ0,0).

For the Cs term of Eq. (7.15), the situation is different due to the presence of the

integral. Notably, the Cs term can yield a non-zero contribution toHI(κj,κj+∆κ),

even in the case that HO(κj,κj +∆κ) = 0. Consider again the example κj = −2κ0

and ∆κ = 2κ0, so that κj + ∆κ = 0. Since HO(κi,κi + ∆κ) is integrated over κi,

there will be a non-zero contribution to the integral around the point κi = −κ0,

since HO(−κ0,κ0) 6= 0. This will result in a non-zero contribution to HI(−2κ0,0),

even though HO(−2κ0,0) = 0. In other words, provided that ∆κ is chosen so that

HO is non-zero somewhere, there will be non-zero contributions to HI due to the

Cs term in Eq. (7.15) everywhere, i.e. for any choice of κj.

To make better use of all of the information contained within the image field, it

is helpful to define the integrated correlation functions H̄I(∆κ) and H̄O(∆κ), where

H̄I(∆κ) =

∫
Ω(∆κ)

HI(κj,κj + ∆κ)dκj (7.16)

and H̄O(∆κ) can be defined analogously. By integrating Eq. (7.15), we then find

H̄I(∆κ) =

∫
Ω(∆κ)

Cb(κj,κj + ∆κ)HO(κj,κj + ∆κ)dκj

+

∫
Ω(∆κ)

[∫
Ω(∆κ)

Cs(κj,κi;κj + ∆κ,κi + ∆κ)dκj

]
HO(κi,κi + ∆κ)dκi.

(7.17)
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In order to make further progress, we shall make several assumptions. First, let us

suppose that the support of a is contained within a small circle of radius kr, with

0 ≤ r � 1. Physically, this means that the incident field only contains paraxial plane

wave components that propagate close to the optical axis. The maximum value of

|∆κ| for which HO(κ,κ + ∆κ) is non-zero is then 2kr, which is also assumed to

be small. The integrals in Eq. (7.17), can hence be restricted to the support of a

(denoted by Sa), for which we can assume both that |κ|/k � 1 and |∆κ|/k � 1. In

addition, for paraxial plane waves components, we may use the x and y directions

as a pair of global polarisation base states.

In light of Eq. (5.44), the only dependence of Cb on the wavevectors is in the 1/kz

factor, which, for modes close to the axis, can be assumed to have a constant value

of 1/k. The matrix Cb can thus be assumed to be a constant matrix independent

of κj and ∆κ. Furthermore, for thin scattering media, the Cs term in Eq. (7.17)

can be ignored to give

H̄I(∆κ) ∼ CbH̄O(∆κ), (7.18)

which shows that the image correlation function is related to the object correlation

function by a simple matrix product. Calculations from Mie theory show that, for

isotropic spheres, we have Cb ∼ e−L/lI4, i.e. Cb is a scaled identity matrix. For

other particle types, such as chiral spheres, Cb takes a more complex form, but Eq.

(7.18) still holds. Of course, due to the presence of the exponential function in Eq.

(7.18), ballistic contributions to the image correlation function decay quickly with

thickness.

The second term in Eq. (7.17) involving Cs requires a more careful analysis. In

particular there are two cases to consider, namely ∆κ = 0 and ∆κ 6= 0. In the

special case ∆κ = 0, the elements of Cs(κj,κi;κj,κi) describe correlations between

the four complex elements of the 2 × 2 block of the transmission matrix t̄(κj,κi).

Under the assumptions made thus far, it is well known that Cs takes a universal
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form given by, up to constant factors, [310, 311, 312, 313]

Cs ∼


1 0 0 ρ

0 Γ δ 0

0 δ∗ Γ∗ 0

ρ 0 0 1

 , (7.19)

where ρ, known as the ‘depolarisation’, is a real parameter, and Γ and δ are complex

parameters satisfying the rule |Γ + δ| = 1 − ρ. Notably, the magnitudes of the

elements of Cs, unlike those of Cb, decay sub-exponentially with thickness. Physical

intuition for the form of Cs can be obtained by considering its associated Mueller

matrix, which is given by

M ∼


1 + ρ 0 0 0

0 1− ρ 0 0

0 0 Re(Γ + δ) Im(δ − Γ)

0 0 Im(δ + Γ) Re(Γ− δ)

 . (7.20)

We found from simulations that for isotropic spheres, Γ and δ are both real quantities

and thus the Mueller matrix in Eq. (7.20) reduces to a diagonal depolariser matrix.

In this case we also have Re(Γ + δ) = 1 − ρ and the ratio (1 − ρ)/(1 + ρ) can

thus be seen to correspond to the degree of polarisation of the transmitted light

for incident linearly polarised light. If, in addition we have δ = 0, then it follows

that the transmitted field for all incident polarisation states have equal degrees of

polarisation. If this is not the case, then incident circularly polarised light will

depolarise at a different rate to incident linearly polarised light.

The reconstruction of the Stokes vector of a uniformly polarised object field con-

sisting of a single mode using ∆κ = 0 correlations has been studied previously using

reference speckles [314]. Conceptually, the use of reference speckles is information-

ally equivalent to determining the values of the parameters of Cs in Eq. (7.19),

which, once known, can be used to invert the image Stokes vector, even in the

multiple scattering regime. This is possible provided that the light has not fully

depolarised, which corresponds to the case ρ < 1. In the limit ρ = 1, for which

the Mueller matrix corresponds to a perfect depolariser, Cs becomes the singular
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matrix

Cs ∼


1 0 0 1

0 0 0 0

0 0 0 0

1 0 0 1

 . (7.21)

In this case no information regarding H̄O
xy(0) or H̄O

yx(0) is present within H̄I(0) and

it would thus only be possible to recover H̄O
xx(0) and H̄O

yy(0). While H̄O
xx(0) and

H̄O
yy(0) describe the relative amplitudes of the x and y components of the incident

polarisation state, the relative phase between these components, which is contained

within H̄O
θφ(0) and H̄O

φθ(0), would be lost, and the incident polarisation state would

hence be unrecoverable.

For non-uniformly polarised, multi-mode object fields, it is also necessary to

consider correlations for which ∆κ 6= 0. In the case ∆κ 6= 0, the form of the

correlation matrix in Eq. (7.19) no longer applies and, due to the lack of symmetry, it

is difficult to make general comments on the form of Cs. We may appeal, however, to

Eqs. (5.56) or (5.84) to gain some physical insight, remembering of course that these

results were derived for relatively thin scattering media. Focusing on Eq. (5.84) in

particular, which incorporates to some degree the effects of multiple scattering, for

paraxial modes, the factor that varies most dramatically as a function of the four

wavevectors is sinc([γi − γj − γp + γq]L/2). As was discussed in Section 5.3.2, when

two of the four wavevectors are fixed and the third is left to vary (the fourth then

automatically determined by the memory effect condition), this function is only non-

zero on a sharp, elliptical band in k-space whose width decreases with increasing

medium thickness.

Consider again the second term of the right hand side of Eq. (7.17). Let ∆κ 6= 0

be fixed and suppose that κi is some arbitrary wavevector such thatHO(κi,κi+∆κ)

is non-zero. As argued, the value of Cs(κj,κi;κj + ∆κ,κi + ∆κ), thought of as a

function of κj, will be zero everywhere apart from on an elliptical band in k-space

that passes through κi and is oriented orthogonally to ∆κ. The integral over κj

can therefore be restricted to B(κi,∆κ), which we define as the intersection of Sa
and the aforementioned band. The effect of changing ∆κ to ∆κ′ is to rotate the
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orientation of the band so that it is effectively orthogonal to ∆κ′ at the point κi.

The effect of changing κi to κ′i, on the other hand, is to translate the band by the

vector κ′i − κi. We remind the reader of Figure 5.1 for pictorial examples.

Since, by definition, B(κi,∆κ) ⊂ Sa, we may assume that Cs does not depend

strongly on κi, as κi is assumed to lie close to the optical axis, which allows us to

drop the κi dependence of B. The second term on the right hand side of Eq. (7.17)

can therefore be simplified, since

∫
Sa

[∫
Sa

Cs(κj,κi;κj + ∆κ,κi + ∆κ)dκj

]
HO(κi,κi + ∆κ)dκi

≈
∫
Sa

[∫
B(∆κ)

Cs(κj,κi;κj + ∆κ,κi + ∆κ)dκj

]
HO(κi,κi + ∆κ)dκi

≈Cs(∆κ)H̄O(∆κ),

(7.22)

where Cs(∆κ) is the internal integral of Cs(κj,κi;κj + ∆κ,κi + ∆κ) over B(∆κ)

in Eq. (7.22). Inserting Eq. (7.22) into Eq. (7.17) yields

H̄I(∆κ) ∼

(
Cb + Cs(∆κ)

)
H̄O(∆κ), (7.23)

which gives a linear relation between H̄O and H̄I . We emphasise that it is not

possible to drop the ∆κ dependence of Cs. Although the area of B(∆κ) is invariant

under rotations caused by changes in ∆κ, the orientation of B(∆κ) leads to an

important asymmetry between the elements of the A matrix terms appearing in

Eq. (5.84). If, for example, B(∆κ) is oriented in the kx direction, then there will

be a numerical difference between the elements of A that describe the scattering

of incident x and y polarisation states. This difference will be inverted if B(∆κ) is

instead oriented in the ky direction. Behaviour of this kind demonstrates that the

memory effect is sensitive to polarisation.

7.2.2 Recovering the field components

Suppose that an estimate of H̄O(∆κ) is known for all ∆κ. We turn now to the

question of how the complex object field a(κ) can be subsequently determined for
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all κ ∈ Sa. This is a problem of phase retrieval and can be tackled in several

ways, such as using the z transform [315] or semidefinite programming [316]. Here

we present the z transform approach, for which phase ambiguities in the recovery

procedure become readily apparent. It is worth noting from the outset that a(κ)

and its associated correlation function H̄O(∆κ) will in general be two dimensional

discrete signals, since they take two dimensional vector arguments. Nevertheless, it

is always possible to construct corresponding one dimensional signals, which reduces

the problem to a one dimensional phase retrieval. For more details, see Ref. [316].

The method presented in this section aims to reconstruct the complex field com-

ponents and is based on Refs. [316, 317, 318]. If only the incident polarisation

states are of interest, one may instead wish to reconstruct the object Stokes vectors,

which would forgo the need to determine the global phase factors associated with

each polarisation state. Such a method is beyond the scope of this thesis and will

be pursued in future work.

For the purposes of this section we suppose that there are N plane wave compo-

nents contained within Sa. Suppose that, for some discrete set of paraxial modes,

the x and y components of the unknown object field can be expressed as the pair of

discrete signals

ax = (ax[0], ax[1], . . . , ax[N − 1]), (7.24)

ay = (ay[0], ay[1], . . . , ay[N − 1]), (7.25)

where each element corresponds to one of the N different plane wave components

present in the incident field. The z transforms of these signals are given by

Zx(z) =
N−1∑
n=0

ax(n)z−n = ax[0] +
ax[1]

z
+
ax[2]

z2
+ . . .+

ax[N − 1]

zN−1
(7.26)
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and similarly for Zy. Multiplying through by zN−1 gives

zN−1Zx(z) = ax[0]zN−1 + ax[1]zN−2 + . . .+ ax[N − 2]z + ax[N − 1],

= ax[0]
(
zN−1 +

ax[1]

ax[0]
zN−2 + . . .+

ax[N − 2]

ax[0]
z +

ax[N − 1]

ax[0]

)
,

= ax[0]
N−1∏
n=1

(z − zn),

(7.27)

where zn are the N − 1 complex roots of the polynomial.

What is actually known is not ax, ay or their associated z transforms, but instead

a collection of discrete autocorrelation functions Hxx, Hxy, Hyx and Hyy, whose

elements come from the different components of H̄O(∆κ). The autocorrelation

function Hxx, for example, is given by the length 2N − 1 signal

Hxx = (Hxx[−(N − 1)], . . . ,Hxx[0], . . . ,Hxx[N − 1]), (7.28)

where

Hxx(m) =
N−1∑
n=0

ax[n]a∗x[n−m]. (7.29)

The other correlation functions are defined similarly by taking the appropriate prod-

uct of object signals in Eq. (7.29). The z transforms of these signals, namely

Zxx,Zxy,Zyx and Zyy can be computed in an analogous manner to Eq. (7.26). It

can be shown from the definition of the z transform that

Zxx(z) = Zx(z)Z∗x
( 1

z∗

)
. (7.30)

Note that for |z| = 1 we have 1/z∗ = z and hence Zxx = |Zx|2. Thus, by taking

absolute values of Eq. (7.27) for z lying on the unit circle we have

Zxx(z) = |Zx(z)|2 = |ax[0]|2
N−1∏
n=1

|z − zn|2

= (−1)N−1|ax[0]|2
N−1∏
n=1

z∗n

N−1∏
n=1

(z − zn)
(
z − 1

z∗n

)
,

(7.31)
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where the final equality makes use of the fact that for |z| = 1 we have

z∗ − z∗n = −z
∗
n

z

(
z − 1

z∗n

)
. (7.32)

Comparing the polynomial factorisations of Eqs. (7.27) and (7.31), we see that zn

are commons roots to both Zx and Zxx. In order to recover Zx from Zxx, it is thus

sufficient to pick the correct N − 1 roots from the polynomial factorisation of Zxx
that are also roots of Zx. Once these roots have been determined, by expanding

the corresponding polynomial, Zx will have been recovered up to a constant factor.

Without any additional information however, this is impossible, as there is no way

to know which roots to pick. Each choice of N − 1 roots will lead to a different

reconstruction of Zx, and thus ax, and the problem is therefore ambiguous.

The ambiguity can be resolved by making use of information contained within

the other correlation functions. A similar calculation to Eq. (7.31) shows that, for

|z| = 1,

Zxy(z) = (−1)N−1ax[0]a∗y[0]
N−1∏
n=1

w∗n

N−1∏
n=1

(z − zn)(z − 1

w∗n
), (7.33)

where wn are the roots of the corresponding polynomial for Zy. Since zn are also

roots of Zxy, the complex roots necessary to reconstruct Zx are therefore those that

are common to both Zxx and Zxy. This method, of course, assumes that none of the

other roots in Zxx or Zxy coincide with any of zn, in which case the problem would

be irresolvable. Such cases, however, are generally pathological in the absence of

noise. Therefore, by factorising both Zxx and Zxy, which are computable from Hxx

and Hxy, and identifying their common roots, Zx can be reconstructed. Similarly,

the roots necessary to recover Zy, namely wn, are those that are common to both

Zyy and Zyx, which can be computed from Hyx and Hyy. Once the roots have been

determined, the elements of ax and ay can be read off as the coefficients of the

polynomial expansions
∏

(z − zn) and
∏

(z − wn), as in Eq. (7.27).

By construction, the expanded polynomials will have unit coefficients in zN−1,

and it is therefore still necessary to determine, for example, |ax[0]| and ay[0]/ax[0] in

order to determine the object polarisation states. There are many ways to determine
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these values, with potentially differing numerical stabilities and accuracies. Here

we present a simple method for the purposes of illustrating the possibility of the

reconstruction. Assuming that z = 1 is neither a root of Zx nor Zy, evaluating Eqs.

(7.31) and (7.35) at z = 1 yields the equations

Zxx(1) = |ax[0]|2
N−1∏
n=1

|1− zn|2, (7.34)

Zxy(1) = ax[0]a∗y[0]
N−1∏
n=1

(1− zn)(1− w∗n), (7.35)

Zyy(1) = |ay[0]|2
N−1∏
n=1

|1− wn|2. (7.36)

From Eq. (7.26) however, Zxx(1) is simply the sum of the elements of autocorrelation

function, i.e.
∑N−1

n=−N+1Hxx[n]. With this in mind, manipulating Eqs. (7.34)-(7.36)

leads to

|ax[0]| =

√∑N−1
n=−N+1Hxx[n]∏N−1
n=1 |1− zn|

, (7.37)

ay[0] = ax[0]

∑N−1
n=−N+1Hyy[n]∑N−1
n=−N+1Hxy[n]

N−1∏
n=1

1− zn
1− wn

. (7.38)

The incident field can only be recovered up to a global phase ambiguity, and we may

therefore set arg
(
ax[0]

)
= 0 arbitrarily, after which ax[0] and ay[0] follow. If z = 1

were in fact a root of Zx or Zy, one could instead select a different value lying on

the unit circle |z| = 1.

7.3 Numerical example

In this section we present some preliminary numerical data, showing the existence

of the correlations discussed in Section 7.2.1 as well as demonstrating the recon-

struction process. Specifically, we perform numerical simulations of random media

using the method described in Chapter 6, using the same parameter set as used

previously for isotropic spheres of size x = 2. We suppose that the support of the

object field is limited to a 3×3 grid of modes centred at the origin of k-space. Since
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the mode spacing is 0.175k, the greatest value of |κ| is equal to ∼ 0.25k. While

the assumption that the wavevectors associated with these modes lie close to the z

axis may be questionable in this case, we are currently limited in available k-space

resolution.

7.3.1 Correlations

Before examining the recovery algorithm, we first present numerical data that shows

the different types of correlation functions discussed in Section 7.2.1. Figure 7.2

shows the Frobenius norm of 4 × 4 correlation matrices associated with different

pairs of 2 × 2 blocks of the transmission matrix as a function of thickness. Each

data point is averaged over 104 different realisations of the scattering matrix. The

blue data correspond to the case κi = κj = κp = κq = 0, i.e. correlations between

elements within a diagonal block of the transmission matrix. The orange data

correspond to the case κi = κp = 0 and κj = κq = 0.175k(1, 0)T, i.e. correlations

between elements of a non-diagonal block of the transmission matrix. For both the

blue and orange data we have ∆κ = 0 and their behaviour is thus essentially the

same as the FT and OT curves in Figure 6.6.

The purple data in Figure 7.2 show the case κi = κj = 0 and κp = κq =

0.175k(1, 0)T. Here, we have ∆κ = 0.175k(1, 0)T and the data correspond to cor-

relations between two different diagonal blocks of the transmission matrix. For

small thicknesses the purple data overlap with the blue data. For large thicknesses,

however, the purple data continue to decay along an exponentially decaying curve.

Returning to the integral over B(∆κ) in Eq. (7.22), these correlations correspond

to the special case κj = κi, i.e. when the integration variable κj lies at the centre

of the band. It is interesting to note that within our data, for L/l < 4, ∆κ = 0

and ∆κ 6= 0 correlations are transmitted effectively equally through the scattering

medium. As shall be seen shortly, this corresponds to the regime where the imagine

field has yet to depolarise and the object polarisation states can be inferred by direct

Stokes imaging.

For the green and red data in Figure 7.2, we again fix κi = 0 and κp =

0.175k(1, 0)T and imagine κj as being able to vary. For any choice of κj, κq is

automatically required to be κq = κj + 0.175k(1, 0)T so as to satisfy the mem-
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7.3 Numerical example

Figure 7.2: Frobenius norms of 4× 4 correlation matrices associated with different pairs
of blocks of the transmission matrix. The different coloured data are associated with
correlations between (blue) the elements of a diagonal block of the transmission matrix,
(orange) the elements of an off-diagonal block, (purple) different diagonal blocks (green)
different non-diagonal blocks for which κj ∈ B(∆κ) and (red) different non-diagonal blocks
for which κj /∈ B(∆κ). The theory curve was calculated from Eq. (5.84).

ory effect conditions. For this choice of κi and κp, B(∆κ) is essentially a vertical

line through the origin of k-space, and we therefore expect large correlations for

κj = 0.175k(0,±1)T. The green data correspond to the choice κj = 0.175k(0, 1)T,

whereas the red data correspond to κj = 0.175k(−1, 1)T. For the red data, since

κj /∈ B(∆κ), we expect the correlations to be weak. For small thicknesses, the

behaviour of the red data is oscillatory with a weak, decaying amplitude, as is char-

acteristic of a sinc function. For small thicknesses, we are unable to capture the

functional form of these oscillations, as the oscillation rate is too high for the lim-

ited number of data points we have. It is also important to note that, in light of

the discussion in Section 6.3.3, the precision of our data is limited to on the order of

∼ 10−4 due to the limited number of realisations used in performing averages. One

can therefore think of 10−4 as essentially representing ‘zero’ in Figure 7.2, as we are

unable to resolve smaller values.
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For the green data in Figure 7.2, we also plotted a theoretical curve computed

from Eq. (5.84). As can be seen, this curve fits very well for small thickness, but

deviates from the numerical data for large thicknesses. It is difficult at present to

assess whether this deviation is due to numerical inaccuracies inherent within the

simulation or a physical phenomenon due to higher order scattering terms. If the

latter case were true, it would suggest that such correlations decay more slowly

than exponential, and thus polarisation information may be preserved over greater

thicknesses than Eq. (5.84) would suggest. We also note that changing κi or ∆κ

had virtually no effect on the data. Although, as previously discussed, changing

∆κ does in general alter the elements of the correlation matrix by introducing an

asymmetry between the x and y directions, this effect is not observed when taking

the norm of the correlation matrix. The data in Figure 7.2 are thus representative

of all paraxial correlations that are of the same qualitative nature with regard to

the position of κj in k-space relative to B(∆κ).

7.3.2 Recovery

In this section we turn to the problem of polarisation recovery. The object field

was chosen to be a 3× 3 grid of random polarisation states. For different scattering

medium thicknesses, we calculate the image field by multiplying the object field by

the full discrete transmission matrix. The image Stokes vectors for each mode in

the 3× 3 grid can be calculated numerically from the image field components using

standard equations (see, for example, Ref. [12]). These quantities were calculated

and averaged over 104 scattering realisations. From these Stokes vectors, estimates

for the object polarisation states can be found by decomposing the Stokes vectors

into fully polarised and fully depolarised components [12]. Figure 7.3 shows Lissajous

diagrams that correspond to the fully polarised components of the image Stokes

vectors for different modes in the support of the object field. The red and blue

colours correspond to different handednesses of the polarisation states. For linear or

near-linear states, the handedness becomes degenerate. The panel labelled ‘Object’

shows the object field polarisation states. For each thickness, a percentage error

between the image Stokes vectors and the object Stokes vectors was computed by

flattening the image Stokes vectors into a single array sI and computing the statistic
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7.3 Numerical example

Figure 7.3: Lissajous diagrams showing the object polarisation states and image polari-
sation states at different medium thicknesses as determined by taking the fully polarised
component of the mean image Stokes parameters.

Error = 100||sI − sO||/||sO||, where sO is the corresponding flattened array of the

object Stokes vectors and the norm is the Frobenius norm. Visually, we see that the

image polarisation states begin to lose resemblance to the object polarisation states

at around L/l ∼ 5, which is consistent with our previous discussion regarding the

separation of the blue and purple curves in Figure 7.2.

Stokes polarimetry is evidently unable to accurately recover the object polarisa-

tion states for thick scattering media, and more sophisticated methods are required.

We next present data in which the reconstruction method outlined in Section 7.2.2

is applied to the same set of object polarisation states. As discussed in the text

accompanying Eq. (7.23), an accurate estimate of H̄O(∆κ) requires careful consid-

eration of how correlations corresponding to different choices of ∆κ are transported

through the medium. For simplicity, and to highlight other computational features

of the reconstruction process, we shall only consider the simple case of thin scattering
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media, for which we may instead use Eq. (7.18). In this case, only the correlations

corresponding to the blue and purple curves in Figure 7.2 are important. Recon-

structions at larger thicknesses that make use of the correlations corresponding to

the orange and green curves in Figure 7.2 will be considered in future works.

We may calculate H̄I by taking discrete correlations of the image field compo-

nents contained within Sa, averaging over 104 different scattering matrix realisations.

In light of Eq. (7.23), for isotropic spheres H̄O is a scaled version of H̄I , and H̄I

can thus be taken as an estimate for H̄O. For each component of H̄O, we form

polynomials whose coefficients are given by the corresponding vector components.

Since the object contains nine modes, the resulting polynomials are of degree eight.

Following the algorithm outlined in Section 7.2.2, we then compare the roots of Zxx
and Zxy, as well as Zyx and Zyy, all of which are degree sixteen polynomials. If

we knew H̄O exactly, Zxx and Zxy, for example, would have eight common roots.

In our numerical data, however, these common roots will not perfectly align, but

will instead be separated by some small, non-zero distance in the complex plane. In

order to decide which roots are common to Zxx and Zxy, we therefore compute the

distances between all possible pairs of roots and take the eight pairs whose distances

are shortest, ensuring that no roots are common to more than one pair. Suppose for

example that z1 and z2 are sufficiently close so as to be deemed to be a common root

of Zxx and Zxy. There remains a choice as to what value should actually be taken as

an estimate for a root of Zx. One may take for example z1, z2, (z1 + z2)/2, or some

other function of the z1 and z2. We found from numerical testing that the roots

from Zxy and Zyx tended to be closer to the true roots computed directly from the

object field than those from Zxx and Zyy, and so these values were chosen. Using

these roots, we may then find polynomial expansions of Zx and Zy. The coefficients

of these polynomials can then be read off as the components of ax and ay. Finally,

using Eqs. (7.37) and (7.38), we may compute factors relating ax and ay, which

completes the reconstruction.

Similarly to Figure 7.3, Figure 7.4 shows Lissajous diagrams of the object po-

larisation states as well as reconstructions for different medium thicknesses. We

calculated the same error statistic as before, but this time flattening the field com-

ponent arrays, rather than the Stokes vectors. What is most striking about Figure
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Figure 7.4: Lissajous diagrams showing the object polarisation states and the recon-
structed polarisation states at different medium thicknesses. The ‘corrected’ panel is
calculated from the data for L/l ∼ 3 as discussed in the text.

7.4 is that, after L/l ∼ 3, the error increases dramatically and the reconstructed

field bears little resemblance to the object field. This in fact is a problem with our

implementation of the second part of the algorithm described in Section 7.2.2. To

understand better what is happening, consider Figure 7.5, which shows the distri-

bution of the roots of Zxx and Zxy in the complex plane for the same data as in

Figure 7.4 for thickness L/l ∼ 3. Specifically, black circles show the roots of Zxx,
red and green circles together show the roots of Zxy and orange crosses show the

true roots of Zx computed directly from the object field. In finding the common

roots of Zxx and Zxy, it is necessary to find the eight pairs of black, and green or red

circles that are closest together in the complex plane. The green circles represent

the roots of Zxy that were found to lie closest to a root of Zxx and were thus chosen

as an estimate for the roots of Zx. The red circles denote the remaining roots of Zxy
that were discarded. Ideally, every orange cross should be neighboured by a pair of
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Figure 7.5: Distribution of roots of Zxx and Zxy in the complex plane. Black circles are
roots of Zxx, red circles are roots of Zxy that were not chosen, green circles are roots of
Zxy that were chosen, and orange crosses are the true roots of Zx calculated directly from
the object.

black and green circles, all of which lie close together in the complex plane.

As can be seen in Figure 7.5, most of the green circles lie close to an orange cross,

indicating that the method is generally identifying good estimates for the roots of

Zx. There is one green circle, however, encaged in dashed box, that does not lie

close to an orange cross and does not therefore correspond to a true root of Zx. The

reason this root was selected is that it happened to, by chance, lie close to another

black circle to which it has no real relationship. The root that should have been

chosen, but which was discarded, is the red circle encaged in a dashed box. Although

this root does lie close to a black circle, it was not close enough to be accepted by

our implementation of the algorithm. The final sub-figure in Figure 7.4 shows the

resulting reconstruction if we manually select the aforementioned red circle instead
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of the encaged green circle. As can be seen, this yields a far superior reconstruction,

both visually and numerically. Of course, performing this step required knowledge

of the object field, which would not be available in the ideal version of the problem.

The purpose of this discussion, however, was to demonstrate that the polarimetric

information required to reconstruct the object is indeed present within the measured

z transforms. Selecting the correct roots to retrieve this information, however, can be

a difficult task. It is clear that this problem will only worsen as the size of the support

of the object field, and thus the number of complex roots, increases. In future works,

we shall therefore consider alternative phase retrieval algorithms. It is also possible

that reconstructing the object Stokes vectors, which are real quantities, rather than

the complex field components, requires less information and may therefore scale

better with object size than the method presented here.

As a final comment, we note that the distribution of roots in the complex plane

depends strongly on the incident polarisation states in a non-trivial way. To illus-

trate this, Figure 7.6 shows a couple of examples of the roots of Zx and Zy for

different randomly generated objects. Blue and orange crosses show the roots of Zx
and Zy, while the corresponding plus signs shown the inverse conjugates of these

roots. These latter points are related to the roots by inversion about the circle

|z| = 1. Lissajous diagrams corresponding to the polarisation states within the

objects from which these roots were computed are shown in the top right corners.

Ideally, we would not like crosses or plus signs of different colours to lie too close

to each other, as these may interfere with the distance calculations discussed pre-

viously. The regions enclosed by dashed boxes show examples of where these roots

do lie close together and would thus be problematic. Though only two examples are

given here, pairs such as these can be observed commonly when randomly generating

different object polarisation states.

7.4 Conclusion

In this chapter, we have given an introductory examination of the preservation of

polarimetric information as light is transmitted through a random medium. In ad-

dition, we have outlined an algorithm for the potential recovery of the polarisation
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Figure 7.6: Complex roots associated with different object polarisation states. Lissajous
diagrams of the polarisation states of the object fields are shown in the corners of the
figures.

states contained within an object field hidden behind a random scattering medium.

Using the simulation method of Chapter 6, we have demonstrated the algorithm nu-
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merically for thin scattering media using the ballistic component of the correlation

matrix Cb. One of the primary challenges of the method at present is in selecting

the correct complex roots to reconstruct the object, as some roots happen to be

spuriously closer to other unrelated roots, which interferes with the common root

finding algorithm. This problem may be ameliorated by using a more sophisticated

root selection process, by using a greater number of samples to improve numeri-

cal convergence, by incorporating the effects of Cs to improve the accuracy of the

estimation of H̄O, or by using an alternative phase retrieval algorithm.

Extending the recovering procedure to thicker scattering media requires the use

of the scattered field correlations encoded in Cs, as described by Eq. (7.23). Of

course, Eq. (7.23), the derivation of which rests on assumptions about the banded

nature of Cs as motivated by partial theoretical results, may not necessarily hold in

the multiple scattering regime. If this were the case, an alternative approach would

be necessary to invert the integral in Eq. (7.17) to obtain an estimation of H̄O. It is

also not at present known to what extent ∆κ 6= 0 correlations are preserved in the

deep multiple scattering regime. Though numerical data hints at the possibility of

a sub-exponential decay of the magnitudes of the correlation functions, this is by no

means conclusive. The question of how the specific set of polarisation states within

the object influences the distribution of roots in the complex plane is also a difficult

and open question. With the current phase retrieval algorithm, one could imagine,

for example, designing a set of object polarisation states whose roots are maximally

separated in the complex plane, so as to be more easily recoverable. While such a

construction may be of theoretical interest, its practical utility is not immediately

clear. As a final remark, it may also be interesting to extend the theory explored

in this chapter to account for partially coherent objects, such as the light emitted

by a hidden fluorophore. Problems such as this and others, however, require a large

amount of additional work.
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Conclusion

The central aim of this thesis was to model the propagation and scattering of

polarised light in random media using random matrices. Specifically, we have used

random matrix techniques to analyse the scattering and transfer matrices associated

with discrete, random scattering media. While random matrix theory has been

extensively employed to study the scattering of electrons and scalar optical waves,

this work constitutes the first theoretical investigation of using random matrices

to model the statistical properties of scattered polarised light. The importance of

incorporating the vectorial nature of light into theoretical models and simulation

methods was highlighted in Chapter 2, where we reviewed a variety of fundamental

concepts pertinent to the scattering of polarised light. For individual scatterers, the

properties of the scattered field, such as its phase function and angular distribution

of scattered polarisation state, depend non-trivially on the polarisation state of the

incident electric field vector in conjunction with the geometric and morphological

properties of the scatterer. The intricate details of these light-matter interactions

can then have stark consequences when light is made to propagate through multiple

scattering media composed of such scatterers. Most notably, details of this kind are

crucial in understanding and determining the rate at which light depolarises as it

travels through random media.

In Chapter 2, we also highlighted the limits of purely analytic approaches to the-

oretical modelling, as the complexity of the mathematics associated with multiple
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scattering rebuffs attempts to derive general results. We then reviewed a selection

of numerical techniques designed to overcome this limitation, from rigorous meth-

ods based on Maxwell’s equations, such as the T -matrix approach, to approximate

methods founded on heuristic arguments, such as the Monte Carlo approach. The

discussion in this chapter built a picture of the landscape of extant methods, allowing

us to identify a gap that our random matrix method was able to fill.

Chapter 3 concerned the constraints satisfied by the scattering and transfer ma-

trices due to energy conservation, reciprocity and time reversal symmetry. These

were derived in the general case of an arbitrary, non-magnetic, non-absorbing scat-

tering medium confined within a slab, where the incident and scattered fields were

decomposed into vectorial angular spectra containing both propagating and evanes-

cent wave components. The symmetries for the discrete scattering and transfer

matrices, defined with respect to discrete angular spectra are summarised in Eqs.

(3.137), (3.142), (3.163) and (3.173), which are a set of novel results that extend

those known previously for scalar waves. It was further shown that the correspond-

ing results for scalar waves emerge from the vectorial laws as special cases. Finally, in

Section 3.4 we explored the group structure of the transfer matrices and introduced

the differential transfer matrix, whose algebraic properties ultimately allowed for a

novel parametrisation of the scattering matrix for thin scattering media. The results

of Chapter 3, in addition to having more general theoretical importance, allowed us

to carefully define the appropriate set of scattering and transfer matrices that cor-

respond to physically realisable systems. They therefore served as the foundation

from which our subsequent theoretical and numerical investigations followed.

Having established the boundaries of allowable scattering and transfer matrices,

in Chapter 4 we proceeded to assess their statistical properties using some basic

results from random matrix theory. We began by analysing the joint statistics

of 2 × 2 blocks of matrices drawn from the circular orthogonal ensemble, having

deemed this ensemble to be appropriate for matrices satisfying our constraints. In

doing so we found that no polarisation state was scattered preferentially over the

ensemble, with the exception of the backscattering direction, for which it was more

probable for the scattered field’s polarisation state to be co-polarised to that of the

incident field. The mean Mueller matrix for all blocks was found to be that of
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a pure depolariser, perfectly depolarising for off-diagonal scattering matrix blocks

and yielding a degree of polarisation of 1/3 for all incident polarisation states for

scattering matrix blocks corresponding to direct backscattering. In addition, the

diattenuation and retardance vectors were also found to be distributed isotropically

over the Poincaré sphere, but diattenuation and retardance were shown to follow

non-trivial probability distributions, for which we found exact analytic results given

by Eqs. (4.23) and (4.26). Finally, we found that for large scattering matrices, the

statistics of diattenuation and retardance were also derivable from the assumption

that the scattering matrix elements are Gaussian.

The circular ensembles were patently limited in their ability to model realistic

scattering media, and in Chapter 5 we thus presented a more general theory able to

model discrete scattering media containing particulate scatterers of arbitrary shape

a size, given knowledge of their single scattering properties. Our approach began

with the far field Foldy Lax equations, from which one can derive a Born series for

the scattered field, where each term incorporates scattering of different a order. By

relating these expressions to the scattering matrix, we were then primed to study

the statistical properties of the scattering matrix elements by performing analytic

calculations on the resulting expressions. Assuming a uniform distribution for the

distribution of the particle positions, we found the means, covariances and pseudo-

covariances of the elements of the scattering matrix. For the mean, incorporating

all scattering orders, we found in Eq. (5.44) that the forward scattering blocks of

the transmission matrix followed an exponential law. We found expressions for the

covariance and pseudo-covariance between different matrix elements in the single

scattering and first order multiple scattering regimes, given by, for example, Eqs.

(5.56) and (5.84). In both cases the correlations were seen to be non-zero for special

combinations of wavevectors, namely those satisfying the memory effect and con-

jugate memory effect, and an extended analysis of the geometric nature of these

correlations was given in Section 5.3.2. We ended the chapter by considering briefly

how our results may be extended to the scattering of evanescent modes by deriving a

near field extension to the amplitude matrix appearing in our far field theory. Using

this, we showed that our previous results can be translated into corresponding near

field results using a few transformations. As noted however, further work is required
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to ensure that the assumptions made within our work, such as the uniform particle

density and single scattering approximation, are still consistent in scattering regimes

where near field modes are important.

Unable to provide a full, statistical multiple scattering theory of the scattering

matrix elements, in Chapter 6 we developed a simulation technique able to generate

scattering matrices for scattering media of arbitrary thickness. Conceptually, our

method accepts as input parameters statistical quantities pertaining to the single

scattering properties of the random medium, and is able to generate similar statis-

tical data in the multiple scattering regime. These input parameters were precisely

those derived in Chapter 5, and our method is not tied to any particular type of

scatterer. In Chapter 6 we outlined in detail many of the mathematical intricacies

associated with the model and, to validate the technique, in Section 6.2 we pre-

sented simulated data for isotropic and chiral spheres of different sizes exploring a

wide range of polarimetric phenomena. These included the polarisation properties

of the transmission scattering medium’s eigenvalues and eigenvectors; the degree

of polarisation as a function of medium thickness for different incident polarisation

states, as well as the statistics of diattenuation and retardance in different scattering

directions. For the last of these, we saw that in the limit of large medium thick-

ness, the results of our simulations converged to those derived in Chapter 4 from

the circular ensembles. In its present form, our simulation method is restricted to

propagating plane wave components. It would be interesting, however, to generalise

the method to incorporate evanescent waves, which would open up the possibility

of simulating dense scattering media. Such a method may be realisable using the

general form of the constraints from Chapter 3, along with the near-field scattering

extensions to the results of Chapter 5. Careful consideration must be given, how-

ever, to the numerous assumptions made within our approach, and additional work

is thus needed to develop the idea further.

In Section 6.3, we gave an quantitative assessment of the numerical performance

of our simulation technique, so as to identify areas of weakness that may be im-

proved in future works. In our analysis we focused particularly on computational

speed and efficiency, numerical precision and convergence, and accuracy. Consider-

ing the range of operations necessary in running the simulation, we identified areas
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that required the greatest computation time and determined numerically the com-

putational complexity for each one. We found that the bottleneck of our code was

in setting up the covariance and pseudo-covariance matrices before random matrix

generation begins. This is largely a consequence of the size of the covariance matri-

ces, which are on the order of ∼ N4 × N4 for N modes. Improving the algorithm

that identifies which elements of the sparse covariances matrices are non-zero may

help to reduce the computational burden to more reasonable levels. Being a Monte

Carlo approach in nature, our method suffers from relatively poor scaling of numeri-

cal precision with number of realisations and a large amount of data is thus required

to calculate statistical quantities to high precision. Perhaps the most pressing issue,

however, as discussed in Section 6.3.4, is the poor integration accuracy when com-

puting the cross section using a Cartesian cubature scheme. Before symmetrising

the scattering matrices, we saw that this problem was resolvable by choosing a suit-

able k-space spacing that gives a zero mean error across all incident modes. After

symmetrisation, however, we saw that the error was always non-zero, regardless of

the choice of mode spacing. In theory, this problem is potentially surmountable by

incorporating more general cubature schemes. At present, however, doing so leads

to theoretical issues that require further research to resolve.

Finally, in Chapter 7, we applied our simulation technique to the problem of re-

covering a hidden incident field with a non-uniform distribution of polarisation states

across different plane wave components. This problem, envisaged as a thought ex-

periment, gives a concrete way of analysing the more general question of how well

polarisation information is preserved on transmission through a scattering medium.

In order to reconstructed the hidden field, we first derived the relationship between

the correlation function of the incident field components, and that of the transmit-

ted field, which was assumed to be measurable. The functions that maps these two

quantities are the correlation functions of the transmission matrix elements derived

in earlier chapters, which were seen to be invertible in the scattering regimes con-

sidered. The second part of the recovery process requires reconstructing the hidden

field components from their correlation functions. A method for doing so was pre-

sented, and numerical data demonstrating the recovery process for relatively thin

media was given. The core issue with the algorithm at present lies in selecting the
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correct roots of the z transforms, as random numerical noise leads to roots being

displaced from their correct positions in the complex plane. Our study was however

preliminary, and an improvement to the method, or the adoption of alternative phase

retrieval methods so as to extend the reconstruction process to thicker scattering

media, presents itself naturally as a future extension.

In summary, we have successfully developed and realised random matrix meth-

ods for modelling the scattering of polarised light in random media. The framework

within this thesis was built largely from the ground up, taking inspiration from var-

ious aspects of statistical optics and scattering theory. While the more foundational

aspects of our work, such as the derivation of matrix symmetries, culminated in con-

clusive results, for the majority of the remainder of the thesis there remains a wealth

of open questions and areas where further work is necessary. The conclusion of this

thesis does therefore not signify the resolution of a specific problem, but rather the

genesis of new tools and ideas that ultimately, we hope, will help researchers better

understand the random scattering of polarised light.
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Appendix A

Jones and Mueller calculi

In this section we give a brief review of the Jones and Mueller calculi, which are

mathematical tools for describing how the polarisation state of light is transformed

upon interaction with linear optical systems. We refer the reader to Refs. [12, 16,

17, 18] for further details.

The complex electric field vector E(r, t) at position r = (x, y, z)T and time t

associated with a fully polarised, monochromatic plane wave propagating along the

z axis of a Cartesian coordinate system is given by

E(r, t) =


Ex

Ey

0

 ei(kz−ωt), (A.1)

where Ex and Ey are constant, complex factors, k is the wavenumber and ω is the

optical frequency. Vibrations of the electric field vector are necessarily orthogonal

to the direction of propagation, which is equivalent to the electric field having a

vanishing z component. The constants Ex and Ey, on the other hand, are uncon-

strained, and different pairs of values correspond to different polarisation states.

Since the complex exponential factor in Eq. (A.1) only imparts a global phase onto

the electric field vector, the plane wave’s polarisation state is fully described by the
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truncated vector

J =

Ex
Ey

 , (A.2)

which is known as a Jones vector.

Suppose that the plane wave passes through some arbitrary non-depolarising

optical element that does not alter its propagation direction. In general, the Jones

vector of the field transmitted through the element J′ may be different to that of

the incident field J. Provided that the element is linear, this transformation can be

described by the matrix equation

J′ = TJ, (A.3)

where T is known as the Jones matrix. The transformation of Jones vectors using

Jones matrices is known as the Jones calculus.

Parallel to the Jones calculus is the Mueller calculus, in which the transformation

of Stokes vectors are described using Mueller matrices. The Mueller calculus can be

thought of as a superset of the Jones calculus in the sense that Eq. (A.3) has an

equivalent formulation in terms of Stokes vectors and Mueller matrices1. The use

of Stokes vectors, however, also allows for the description of the transformation of

partially polarised and unpolarised optical fields. Furthermore, the use of Mueller

matrices allows for the description of depolarising optical systems.

For partially polarised light, the electric field vector cannot be expressed as in Eq.

(A.1). Instead, the field components can be thought of as stochastic processes that

fluctuate in space and time. The polarisation state, however, can still be described

using a Stokes vector S, which, in the same coordinate system as before, can be

1One caveat to this statement is that a Jones matrix may also incorporate a global phase factor,
i.e. a complex exponential that can be factored out of the matrix. Depending on how one sets up
the relevant propagation equations, this may, for example, be used to account for a phase change
due to propagation through the optical element that is equal for both components of the electric
field. Such factors do not appear in the Mueller calculus.
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defined as

S =


S0

S1

S2

S3

 =


〈|Ex|2〉+ 〈|Ey|2〉
〈|Ex|2〉 − 〈|Ey|2〉

2〈Re(ExE
∗
y)〉

2〈Im(ExE
∗
y)〉

 , (A.4)

where 〈·〉 denotes a statistical average over the ensemble of electric field realisations.

The components S0, S1, S2 and S3 are collectively known as the Stokes parameters.

The transformation of the Stokes vector through a linear optical system can be

expressed using the Mueller matrix M through the equation

S′ = MS, (A.5)

where S′ and S are Stokes vectors analogous to J′ and J in Eq. (A.3).

The Poincaré sphere is a geometric construction that serves as a useful graphical

representation of the space of possible Stokes vectors. We define the normalised

Stokes vector2 s = (s1, s2, s3)T, composed of normalised Stokes parameters si =

Si/S0 for 1 ≤ i ≤ 3. It can be shown that for any arbitrary field the inequality

S2
0 ≥ S2

1 + S2
2 + S2

3 , (A.6)

holds. It follows that s necessarily lies on or within the sphere of unit radius centred

at the origin of three dimensional space. This sphere is the (normalised) Poincaré

sphere, and each point on or within it corresponds to a different polarisation state.

Eq. (A.6) achieves equality if and only if the field is fully polarised, meaning points

on the surface of the Poincaré sphere correspond to fully polarised, elliptical po-

larisation states. In general, however, the magntiude of the vector s, which is also

known as the degree of polarisation, ranges from 0 to 1, taking the value 0 in the

limiting case of fully unpolarised light, in which case s is the zero vector.

2Note carefully that the normalised Stokes vector has three components, while the regular
Stokes vector has four.
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